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Abstract 

 
Forecasting measure, which is used to predict the future as accurately as possible. In 
forecasting, the accuracy of results attains when all the information about the data set is 
available, including historical data and knowledge of any future events that might impact the 
forecasts. The appropriate forecasting methods which are depends on the available data sets. 
Most of the quantitative prediction problems using the time series models which is used to 
estimate how the sequence of observations will continue into the future. ARIMA models and 
Exponential Smoothing models are the most comprehensive methods of time series forecasting 
and which is also giving the corresponding methodology to the problems. While Exponential 
smoothing models are results which is based on the trend and seasonality of the given data set 
and ARIMA models are used to describes the auto-correlation in the data. 

In this paper, the rainfall prediction has been attempted for Tamil Nadu state using 
14 years of rainfall. The data are taken month wise for the period of 2006-2019 and also used 
5 years of testing data (2015-2019). For this study, the time series models Auto Regressive 
Integrated Moving Average (ARIMA) and Exponential Smoothing are used to predict the data 
and the performance of the models compared using mean square error and correlation 
coefficient. 
 
Keywords: Time series modeling, Autoregressive Integrated Moving Average, Rainfall, and 
simple exponential smoothing. 

 
INTRODUCTION 
 

Tamil Nadu is the state which is based on Agriculture. For agricultural 
activities water is the main source for its success. There are many water resources 
available such as Bore wells, canals and rivers which are used for agricultural 
purposes. The rainfall is major resource for all other resources. Hence, the rainfall is 
the greatest asset and is most essential one for agriculture. The prediction of rainfall 
is vital risk due to inception and non-uniformity and its accuracy will provide benefits 
to various fields. Many of the researchers study the prediction of rainfall for the state 
Tamil Nadu. Time Series Analysis is a specific way of analyzing a sequence of data set 
collected over an interval of time. Time Series models are appropriate models to 
predict the metrological phenomenon such as Rainfall, Humidity, Temperature, 
Drought etc., and environmental management field. 
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This study aimed to forecast Rainfall of Tamil Nadu state. Monthly rainfall 
forecasting plays an important role in the planning and management of the 
agricultural scheme and water resource management. In this paper, the most 
appropriate approaches such as ARIMA (Auto Regressive Integrated Moving 
Average) and Exponential Smoothing methods are used to predict the rainfall data 
and also find the best model to predict the rainfall data set with maximum accuracy 
and which is minimizing the error value. For this study, 14 years of Rainfall data of 
Tamil Nadu (2006-2019) is considered. 

In this work, classical statistical seasonal ARIMA model and Exponential 
Smoothing methods are used. Those model analyses the data and forecast the rainfall 
for future years in Tamil Nadu. Both the models are compared and results the best 
model found with accuracy which minimizes the error. This study may helpful for 
future planning of agriculture and predict the food production of the state. 
 
 
REVIEW OF LITERATURE: 
 

In this review study we discussed about previous works done in the topic 
time series models for forecasting, especially ARIMA and Exponential Smoothing 
and thereby, it helps the researchers for identifying an actual theoretical and 
methodological contribution to the topic. It helps to carry out the appropriate 
research work and enables them to conclude. As a part of the investigation, the 
research must experience the research work already done on similar problems by 
going through professional journals, research articles, and other literature. 

In this section, we will discuss some related studies and recall the most 
important findings of these studies. Mushin et al., (2012) used the Box-Jenkins 
methodology to build a seasonal ARIMA model for monthly rainfall data taken for 
Dhaka Station for the period from 1981-2010 (June). The selected ARIMA (0,0,1) 
(0,1,1)12 model gives us two years of predicted monthly rainfall along with their 95% 
confidence interval that can help decision- makers to establish strategies, priorities, 
and proper use of water resources in Dhaka. 

Meenakshi Sundaram (2014) aimed to predict the future of rainfall. Many 
of the researchers focused on rainfall prediction used many of time series models, 
they have considered the models for different countries, states and districts. O.N. 
Dhār et.al. in this contribution the authors revealed the average rainfall of northeast 
monsoon using standard methods and also evaluated the trend of the data set, 
periodicities, and variability for the actual rainfall. O.N. Dhār and Rekecha, 
correlated two different season rainfall which are southwest and northeast. The study 
reveals that the time series model SARIMA is a very useful tool for the prediction of 
rainfall. And this researcher, consider the MAPE value which is very less. And then 
fitted the SARIMA model (0,1,1) (0,1,1)12. 

Yamoah et al., (2016) study the rainfall pattern of Brong Ahaf (BA) region 
of Ghana and found the best models for the given set of data. In their study, they 
have considered the rainfall data from 1975-2009 (Source: Department of 
Meteorology and Climatology, BA region). The study resulted that the region getting 
maximum rainfall during the months September and October and getting rain fall 
which is less than normal during January, December, and February 
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months. They have evaluated the model SARIMA (0,0,0) (1,1,1)12 which is given 
minimum AIC score of 8.985894 and they have stated that the SARIMA (0,0,0) 
(1,1,1)12 models is an appropriate model to predict the monthly average rainfall of 
the region Brong Ahafo Region of Ghana. 

Ramesh Reddy et al., (2017) are used Seasonal Autoregressive Integrated 
Moving Average (SARIMA) model to analyze the monthly average rainfall 
Rayalaseema (India) using R language. In this study, they disclosed the results which 
is based on AIC and BIC measures and the model which is giving minimum 
measures that is the best model for the given data set. Finally, they fitted best model 
using ARIMA (5,0,1) (2,0,0)12 and the model resulted the data seasonality. 

Sidiq (2018) aimed to forecast rainfall using the Time Series model. 
Monthly rainfall of 48 data got from Badan Metrologic Dan Geophysical (BMG) 
Bandung from January 2011 to December 2013 is processed by a computer program 
to look at the pattern in Minitab model ARIMA. In ARIMA model, Box-Jenkins 
method used to study the rainfall data which are taken from the year 2011-2013. By 
using the measures MAE, MAPE and ARIMA, the authors concluded that the 
ARIMA models are resulted the accurate prediction of rainfall for future years. 
ARIMA models are resulting the accurate prediction of rainfall, so it can be suggested 
for planning agriculture and plantations which are based on rainfall data. 

Kamath and Kamat (2018), this study exhibited the performance various 
Time-series analysis models and compared its forecasting accuracy. Autoregressive 
Integrated Moving Average (ARIMA), Artificial Neural Network (ANN), and 
Exponential Smoothing State Space (ETS) models are compared. The time series 
models are compared and fit the best model to the rainfall data which are taken from 
the year 2006 to 2016 for the district Idukki on monthly basis. This paper resulted 
the best time series model for the given data set is ARIMA model and the model 
outperformed with minimum Root Mean Squared Error (RMSE) with maximum 
accuracy. 

Dwivedi et al., (2019), in the work ARIMA models are used to simulate and 
forecast the rainfall using its linear approach and it was compared with ANN. In this 
study, considered the rainfall for 32 years which are from 1980-2011 for Junagadh 
and also taken the testing data for 5 years which are from 2012-2016. 

Refonaa et al., (2019) proposed linear regression analysis to predict the 
monthly rainfall data. The prediction of Rainfall is used to plan the future economic 
of the state using the current atmospheric state. Various models are used to predict 
the rainfall data with greater accuracy with minimum error values. 
 
METRICAL METHOD 
 

In this study, we considered secondary data which is taken from the official 
website indiastat.com (which contains the reliable data sources). The rainfall always 
measures in the unit millimeters. Month-wise rainfall considered from January 2006 
to December 2019. 
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OBJECTIVES: 

The objective of this study is given below: 

 To find the best time series model which gives the 
maximum accuracy with minimal error. 

 To compare two-time series models for the rainfall data 
and compare the models numerically and graphically. 

 For both models, error values are calculated and compared. 
 
 
 
EXPONENTIAL SMOOTHING METHOD: 
 

Exponential smoothing method is a time series forecasting method which is 
calculated for univariate data which are having systematic trend or seasonal 
component (i.e.,) seasonality. Exponential smoothing methods are more effective 
methods which is an alternative model for Box-Jenkins ARIMA models. 

In time series methods, Box-Jenkins ARIMA methods are used to improves 
the models, which are followed the linear sum of past observations or in the intervals 
(which are in missing values in intermediate level). Precisely, the observations are in 
decreasing nature geometrically. 

There are three main types of exponential smoothing time series forecasting 
methods, that are single, double and triple exponential smoothing methods. 

 
SINGLE EXPONENTIAL SMOOTHING: 

Single Exponential Smoothing (SES) is a time series forecasting method for 
univariate data which are neither follows the trend nor seasonality. It has need of a 
single parameter, which is used notated that alpha (a) also called smoothing factor or 
smoothing coefficient. 

SES calculates the smoothed series as a restraining coefficient period for the 
actual values. The extrapolated smoothed series is a constant, equal to the last value 
of the smoothed series during the period when actual data on the underlying series 
are available. The simple moving average method is a special case of exponential 
smoothing; the exponential smoothing is more in its data usage. In exponential 
smoothing, a new estimate is the addition of  the  estimate  for  the  present  time  and  
a  portion  of  the  error  (𝑥𝑡 − �̂�𝑡 )  generated  in  the present time, that is 

X̅t+1  = x̂t  + α(et) (1) 

This equation is usually written as 
 
st=st−1  + α(xt − st−1) (2) 

where st = the new estimated value or forecasted value for the next time period 
(made in the present time period); 

st−1 = the estimated or forecasted value for the present time period (made in 
the last time period); 
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xt= the actual data value in the present time period; 𝑥𝑡 − st−1 = estimating 
or forecasting error for the present time period; 

α = a weight value or discount ranges between 0.01 and 1.00. The 
smoothing equation can be written as 

̅Xt+1 = st + αx1 + (1 − α)st−1 (3) 

Or in another way of smoothing equation can be written as follows: 
 

Next period forecast= weight (present period observations) + (1−weight) (present 
period forecast). 

The smoothing equation is constructed based on averaging (smoothing) of 
past values of a series in decreasing (exponential) manner. The observations are 
weighted, with the more recent observations are given more weight. The weights are 
α used for the most recent observation, α (1-α) for the next most recent observation,   
𝛼(1 − 𝛼)2 for the next, and soon. A teach time for producing a new forecasted value, 
the weighted observation along with the weighted estimate for the present period is 
combined. 
 

̅Xt+1  = S̅t  = αx1 + α(1 − α)xt−1 + α(1 − α)2xt−2 + ⋯ + α(1 − α)t−1x1                       (4) 

or 
̅Xt+1 = S̅t  = α ∑t (1 − α)j. xt−1 (5) 

j=0 
 

Since the double exponential smoothing can evaluate in linear trends with 
no seasonal pattern. The triple exponential smoothing can handle both trend and 
seasonal patterns in time series data. Figure shows the selection procedure of 
different exponential smoothing methods. 

ARIMA Model 
 

An Auto Regressive Integrated Moving Average (ARIMA) model is a 
standard statistical model for time series forecast and analysis. The two authors Box 
and Jenkins are proposed the model ARIMA in their seminal 1970 text book Time 
series analysis: Forecasting and Control. The ARIMA model consists of three steps 
such as Identification, Estimation and Diagnostic checking. It is an iterative process 
model. In the stage of Identification, assess whether the time series data is stationary, 
and if not, how many differences are required to make it stationary and also identify 
the parameters of ARMA model such as p, d and q (p-the number of lag observations 
included in the model called lag order, d-number of times that the raw observations 
are differenced is called degree of differencing and q- size of moving average 
window called order of moving average). In the second stage Estimation, it 
involves using numerical methods to minimize a loss or error terms. In the third stage 
Diagnostic checking, it checks whether the model is fit for the given data or not. 
There are two processes involved in diagnostic checking that are Overfitting and 
Residual Errors. 
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ARIMA model was introduced by Box and Jenkins [1], and they 
recommend differencing non-stationary series one or more times to obtain stationary. 
The term integrates disused because the differencing process can be reversed to 
obtain the original series. When the explanatory variables in a regression model are 
time-lagged values of the forecast variable, then the model is called an autoregressive 
(AR) model. The general form of an autoregressive model of order p denoted as AR 
(p) is 

yt = c + b0 + b1yt−1 + b2yt−2 + ⋯ bpyt−p + et                                     (6) 

where at is the error or residual term and p is an integer denoting the order 
in which the observations in the time series are correlated. When a time series is 
analyzed using its dependence relation with the past error terms, a moving average 
(MA) model is applied. 

The general form of the MA(q) model of order q is 
 
yt = c + et − φtet−1 − φtet−2 − ⋯ − φqet−q                                          (7) 

Autoregressive (AR) model can be efficiently coupled with the moving 
average (MA) model to form a general and useful class of time series models called 
autoregressive moving average ARMA (p, q) models. However, it can be used only 
when the time series is stationary. When a time series is studied based on the 
dependence relationship among the time-lagged values of the forecast variable and 
the past error terms, an autoregressive integrated moving average (ARIMA) model is 
more appropriate. It can be used when the time series is non-stationary. The general 
form of the ARIMA (p, d, q) model is 

𝑦𝑡 = 𝑐 + 𝑏1𝑦𝑡−1 + 𝑏2𝑦𝑡−2 + ⋯ + 𝑏𝑝𝑦𝑡−𝑝 + 𝑒𝑡 − 𝜑1𝑒𝑡−1 − 𝜑2𝑒𝑡−2 − ⋯ − 𝜑𝑞𝑒𝑡−𝑞        (8) 

where p, d, and q represent, respectively, the order of an autoregressive part, the 
degree of difference involved in the stationary time series which is usually 0,1 or at 
most 2, and the order of the moving average part. An ARIMA model can be obtained 
by estimating its parameters. The values of p and q can be determined from the 
patterns in the plotting of the values of ACF and PACF. The spikes falling above the 
time axis are used to estimate the value of p. The spikes falling below the time axis 
are used to estimate the value of q. For an AR (p) model, the spikes of ACF decay 
exponentially other is a sine wave pattern and the spikes of PACF are close to zero 
beyond the time lag q whereas the spikes of PACF decay exponentially or there is a 
sine wave pattern. 

COMPUTATIONAL RESULTS 
 

In this study, we computed the results for monthly rainfall data of Tamil 
Nadu. The effective results of this study calculated through the SPSS package. The 
data are examined using time series models (ARIMA and exponential smoothing 
models) and identified the appropriate model. This results may helpful for the 
decision makers to make policies. 
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Fig 2. Auto Correlation and Partial Au 

 
Rainfall Rate in Tamil Nadu: 
 
 
 
 
 
 
 
 
 
 

Fig1. Trend of actual rainfall data (in mm) 

Fig.1 shows that the trend of rainfall data which is taken from 2006 to 
2019. 

Increasing and decreasing values are there over a period of time. 
 
Identification of ARIMA Model 
 

In ARIMA methods, in the stage of identification it checks the stationarity 
of the given data set. This process results that nature of the given data set is non-
stationarity and in the first differencing process, the given rainfall data reaches the 
stationary and thus the values of were 1. The graphs of the sample ACF and PACF 
were plotted in figure 4 and Table-1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. ACF of differenced data PACF of 
differenced data 
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Table 1. ACF and PACF of Rainfall 

In the above table, it shows that there is a trend of continuous decline in 
the autocorrelation coefficient and those values are significant which means the given 
time series data reaches the condition of stationarity. Based on the diagnostic test, 
the parameter values are identified that are 1,0 and 0 (i.e.) the range of ARIMA 
model is (1,0,0). Table.2 reveals the diagnostic test of ARIMA (1,0,0). 

Autocorrelations Box-Ljung Statistic Partial Autocorrelation 

Lag Value Sig. Value Sig. Value Sig. 

1 0.451 0.076 34.781 .000 .451 .077 
2 0.142 0.076 38.265 .000 -.077 .077 

3 -0.047 0.076 38.650 .000 -.103 .077 
4 -0.325 0.076 57.094 .000 -.322 .077 

5 -0.295 0.076 72.359 .000 -.020 .077 

6 -0.305 0.075 88.792 .000 -.187 .077 
7 -0.344 0.075 109.794 .000 -.235 .077 

8 -0.230 0.075 119.208 .000 -.162 .077 
9 -0.085 0.075 120.500 .000 -.061 .077 

10 0.127 0.074 123.414 .000 .051 .077 

11 0.391 0.074 151.241 .000 .199 .077 
12 0.499 0.074 196.912 .000 .216 .077 

13 0.399 0.074 226.210 .000 .094 .077 
14 0.148 0.073 230.283 .000 -.064 .077 

15 -0.012 0.073 230.308 .000 .089 .077 

16 -0.258 0.073 242.797 .000 -.147 .077 
17 -0.358 0.073 267.018 .000 -.076 .077 

18 -0.338 0.072 288.798 .000 -.070 .077 
19 -0.353 0.072 312.658 .000 -.078 .077 

20 -0.282 0.072 327.950 .000 -.171 .077 
21 -0.023 0.072 328.055 .000 .075 .077 

22 0.155 0.071 332.756 .000 -.005 .077 

23 0.356 0.071 357.772 .000 .061 .077 
24 0.515 0.071 410.404 .000 .150 .077 

25 0.321 0.071 430.964 .000 -.052 .077 
26 0.167 0.071 436.605 .000 .001 .077 

27 -0.008 0.070 436.618 .000 -.003 .077 

28 -0.261 0.070 450.524 .000 -.080 .077 
29 -0.263 0.070 464.781 .000 .080 .077 

30 -0.277 0.070 480.704 .000 .028 .077 
31 -0.305 0.069 500.117 .000 .042 .077 

32 -0.193 0.069 507.967 .000 -.021 .077 
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Table 2: BIC values of ARIMA (p, d, q) 

ARIMA (p, d, q) BIC Values 

ARIMA (0,1,0) 8.630 

ARIMA (0,0,1) 8.356 

ARIMA (1,0,0) 8.345 

ARIMA (0,1,1) 8.596 

ARIMA (1,1,0) 8.617 

ARIMA (1,0,1) 8.378 

ARIMA (1,1,1) 8.410 

Based on the above table, we decided that the parameters 1,0 and 0 are 
fit the best model to given rainfall data (ARIMA (1,0,0)) which is having the 
minimum BIC value. 
 

Table 3: Estimated ARIMA model of (1,0,0) for rainfall data 

Coefficients Estimate SE t-value P-value 

Constant 77.340 8.799 8.789 .000 
AR1 0.451 0.069 6.525 .000 

 
Table 4. Estimated ARIMA model fit statistics 

 

Fitted Statistic ARIMA (1,0,0) 

Stationary R2 0.203 

R2 0.203 

RMSE 62.941 
MAPE 739.769 

MaxAPE 4.847E4 

MAE 51.890 
MaxAE 211.801 

Normalized BIC 8.345 
 

Table 5. Forecast the monthly rainfall data 

Months Predicted UCL LCL 

Jan 74.3 198.5 -49.8 

Feb 76 212.2 -60.2 

Mar 76.7 215.3 -61.8 
April 77.1 216.1 -62 

May 77.2 216.3 -61.9 

June 77.3 216.4 -61.9 

July 77.3 216.5 -61.8 

Aug 77.3 216.5 -61.8 
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Sep 77.3 216.5 -61.8 

Oct 77.3 216.5 -61.8 

Nov 77.3 216.5 -61.8 

Dec 77.3 216.5 -61.8 

 
 

Fig. 2 Actual and forecast the rainfall for future years 
 

In Table.5 the forecasted rainfall predicted using ARIMA(1,0,0) and 
Fig.2.explains the nature of the predicted rainfall values using the estimated rainfall 
with the observed values. From the above study, more fluctuations are reflecting in 
the actual rainfall data than predicted one. The predicted data reveals that Tamil 
Nadu state will more rainfall in future days. 
 

 
Fig 3. Rainfall prediction for actual rainfall data 

 
In Fig. 3 the rainfall predicted using exponential smoothing method (in 

SPSS package). It exposed that the highest and lowest level of rainfall during the 
period 2006-2019. Using Table.6 it revealed that the lowest rainfall occurred in the 
month of February. 
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Table 6. Forecast Values in Exponential Smoothing 

Year/Month 

2022 

Forecast 

Value 

UCL LCL 

January 77.8 216.6 -61.0 
February 77.8 216.6 -61.0 

March 77.8 216.6 -61.0 

April 77.8 216.6 -61.0 
May 77.8 216.6 -61.0 

June 77.8 216.6 -61.0 
July 77.8 216.6 -61.0 

August 77.8 216.6 -61.0 

September 77.8 216.6 -61.0 
October 77.8 216.6 -61.0 

November 77.8 216.6 -61.0 
December 77.8 216.6 -61.0 

 
Table 7. Model comparison 

MODEL RMSE 

ARIMA 62.941 
Exponential Smoothing 70.296 

 
In Table.7 the two models of time series are compared using Root Mean 

Square Error (RMSE). The model which is having minimum RSME value it is the 
best fit model for the given rainfall data and also using the measure RSME 
performance of the model is evaluated. The RMSE value is minimum for the 
ARIMA(1,0,0) and it is giving the best fit for the given data set. So it is concluded 
that the ARIMA(1,0,0) model is outperforming when compared with exponential 
smoothing model. 
 
Conclusion 

The study successfully concluded that the prediction the level of rainfall for 
the future years, which results that the state Tamil Nadu will get increasing level of 
rainfall in future years. The two-time series models, ARIMA and exponential 
smoothing methods are compared and the best model found using the error value. 
Finally it is concluded that the ARIMA(1,0,0) which is giving the best fit for the given 
data set and also which is having minimum Root Mean Square Error (RSME) value 
when compared with exponential smoothing method with maximum accuracy. 
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