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ESTIMATION OF POPULATION VARIANCE IN THE
PRESENCE OF NON-RESPONSE BY IMPUTING RATIO-TYPE
ESTIMATORS FOR THE VARIANCE IN THE NON-RESPONSE

STRATUM

RAJ KUMARI BAHL AND M.C. AGRAWAL

Abstract

The problem of non-response in sample surveys is very common and in the
present Covid-19 epidemic scenario, it is more prevalent in online and mail
surveys than in personal interview surveys. In case of diseases such as AIDS,
Tuberculosis etc., and many sensitive issues, it is extremely difficult to
motivate the subject to pass on true information. We, in this paper, propose
two estimators of the population variance in the presence of non-response by
imputing ratio-type estimators in the non-response stratum. We also compare
the twin estimators with an existing unbiased estimator of the population
variance in the presence of non-response that is already available in the
literature. For this purpose, we derive the variances of each of the three
estimators. We also obtain the conditions under which the proposed
estimators perform better than the existing estimator. Illustrative examples
have been furnished to examine and appraise the viability of the proposed
estimators.

Keywords: Non-response, Response and non-response strata, Estimators of
population variance in presence of non-response, Ratio-type estimators,
Variance of estimators of population variance in the presence of non-

response.
1. Introduction

Consider a finite population of size N from which a random sample s of size
n is drawn without replacement. Let the value of the characteristic of interest
y on the unit i be denoted by yi (i = 1, 2, ..., N). Drawing the sample divides
the population into two segments - sampled and non-sampled — to be

denoted by s and S respectively with respective sizes n and N—n.

In sample surveys dealing with human populations, non-response occurs
frequently and when the sample is drawn, n; units respond while remaining
n; (= n —n;) units do not furnish any response. When non-response is
encountered in the initial attempt, Hansen and Hurwitz (1946) advocate the

following double sampling scheme for estimating the population mean:

(a) a simple random sample of size n is selected and the questionnaire is

mailed to the sample units.
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n
(b) out of the n; non-responding units, a subsample of size m = —2 (k>1)

is contacted through personal interviews.

Hansen and Hurwitz (1946) assume that the population of size N consists of

two strata of ‘respondents’ and ‘non-respondents’ having respective sizes N

and Nz (= N - N1)
Let

Z|

_ 1 N
Y = Z Yi
=)
and
2 1 < T2
S=x _1212 v -Y)
be the population mean and the population variance of the survey variable y.

Further, let
1 S
Mo =D (vi-Y), r=123..

denote the rth order population moment of the survey variable y.
Next, let (Yl,gl) and (?2’$2) denote the coupling of the respective
population means and variances with regard to the strata of respondents and
non-respondents. The population mean Y may be written as

Y SWY, + WY,
where W, and W, are the population proportions of the response and non-

response strata respectively, i.e.

W, :& and W. =&~
N N
Further, let
o__1 3 Y,)
- = =Y,), r=123..
l"lor Nl_li:l (y' l) :L
and
1 & 7\
-8 (v, za
N, -1

denote the r™ order population moments in respect of the strata of

respondents and non-respondents.
Besides, let (7,85),()71,5;), (72,852) and (Y, ,S)Z, ) be the means coupled

with variances based on n, nj, n; and m units respectively, where
l n
2 \2
S=—=> -V
n-—17

1 & =
12 (yi _yl)z
—dix

S

94



RAJ KUMARI BAHL AND M.C. AGRAWAL

1 =
552 = (yi - y2)2
=1

n,—14

and

_ 1 $ _v )2
s, _m—1§ (¥ =V, )*-

Next, we define

B(y)=to, j=12

)

as the population coefficient of kurtosis of the characteristic of interest, i.e.,
y.
Finally, let
(1)
Mos
Bz(yj) =720) =12

Moz

where j = 1 and 2 stand respectively for the response and non-response strata.

Hansen and Hurwitz (1946) proposed the following unbiased estimator of the

population mean Y
y =wy, + Wzym2

where wi and w; are the sample proportions of the responding and non-

responding units and are given by

n n
W, = 1 and WZ:FZ'

n
In the presence of non-response, Cochran (1977, p.374), Rao (1986), and
Sirndal et al. (1992, p.583) suggest the use of auxiliary variable x with a view
to enhance the possibilities of achieving improved results. Let x; (i = 1, 2, ...,
N) be the measurement of the i unit on x. Corresponding to the above

population-based quantities

VvV Vv 1 2

Y, Y1,Y2 ’83 ’Sil 1832/2 » Hors “E)r) 5 Hér) B (¥):B,(y) and B,(y,) for the
- . Y Y. Y 1 2

characteristic of interest, let X,X1,X2 ,S)Z( 1S>2<1 1S>2<2 y Lios uio) R LLEO) R

B,(x,) and B,(X,) be their counterparts in respect of the xvariable and,

similarly, corresponding to the sample-based quantities

9191’92’55 ’551’552 and Simz' let )_(,;17)_(2155'551’Si2 and §m2

represent their counterparts with respect to the xvariable.

Apart from this, let

Hrs:Ni_lN (xi—f)r(yi—\?)S rs=123,..
i=1

denote the joint (r,s)" order population moments for the characteristic of

interest and auxiliary characteristic.
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Further, let

N — _
0= S XX -V, (=12 rs=123..
Nj -1

denote the joint (r,s)" order population moments for the characteristic of

interest and auxiliary characteristic in respect of the strata of respondents and

non-respondents.
Finally, let

0
_ HKx L4 ..
O =0 1712

Moo Ho2

Although the problem of estimation of population mean in the presence of
non response has engaged considerable attention, the estimation of
population variance in the presence of non-response remains little explored
and, hence, we take up the same to focus on finding suitable estimator of

population variance in the presence of non-response in the ensuing sections.

2. Unbiased Estimator of Population Variance in the Presence of Non-

Response

. . . 2 L.
We know that the sample variance Sf/ is unbiased for Sy but it is not

employable in the present case as a result of non-response from the n, units.
2.1 An unbiased estimator

Since the population is composed of twin strata of respondents and non-

. 2 . 2
respondents, we propound an estimator of Sy by expressing Sy as

NN, o o
(N _1)85 =(N, _1)$1 +(N, _1)352 + ;\l : (Yl_Yz)z
N 1 1 < oo
= si:m_ Wl_ﬁ S§1+ WZ—N S§Z+W1W2(Y1—Y2)
2.1
whose predictive form is given by:
N 1 1 S o
Si = m (Wl _stil + (Wz —Nj$2 + W, W, (Y, - Y2)2
(2.2)
Since
E(Wi)=wi 5 i= I)Zv
Hs,1=S,
and

B, 1=E|ES, I9|-Bs]1-5,.
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we proceed to obtain an unbiased estimator oleWZ(Vl—?z)z by noting

that the expected value of w,w, (y, -, )? is given by

7 (W, N- W, 1 N(n—1 v
L B e R e (e A = ALY
(2.3)

which leads to the desired unbiased estimator as

n(N-1)
N(n-1)

Ry o N-n N-1 n-1
W1W2(Y1_Y2)2 = W1W2(Y1_Ym2)2_ WZSi - ( ) Wl(k__)simz (2-4)

N(n-1) N(n-1) N-1

Using (2.2), an unbiased estimator of S)z, is thus expressible as

2 N 11 (N-n) N-1  k(N-1) n(N-1) S
! _N—1HW1 N N(n_l)wz}iﬁ{ W N(n—1)W2}s§mz+N(n_1)W1W2(y1 ymz)]

(2.5 which

may be re-written as

2 =pS, +P,S, +Ps(Vy V)’

(2.6)
where
_nw, -1 R
=
— le
P =w,—— >
2.7 p; = L]-Wlwz
n- /

2. . . .
% is expressible in an alternative form as

7= ot |, T, (kDS (5,9,
(2.8

This form of %Zwas mooted earlier by Rao (1990) and Agrawal and Sthapit
(2002). However, these authors did not furnish the kind of approach invoked

. .. . 2
by us in arriving at the est1mator$§, .

2.2 Variance of the unbiased estimator

. . . 2 . .
Since the variance of the estimator % given by (2.8) has not been obtained
by the earlier proponents in their work, we undertake to do the same.

Employing %2 as given by (2.6) and the result
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V(%z) = V[E[%z | ny, nz]] + E[V[S;Z | Ny, nz]]

(2.9)
where
E[S,yz |n1’ nz] = qlgl +q2832/2 +q3(?1_?2)2
where
n ww
—w. 1 WiWo
h=WmT NW,
n w,w,
=W, —————=
G =Wa= 77 NW,
and
0s = Ps»

P; being defined in (2.7). We, thus, have
V[E[Sl‘y2 [Ny, n,]] = $1V(q1) + S‘ytzv(%) +(Y,-Y,)*V(g) + 253,21852C0V(q1, a.)
+2$1 (Y,—Y,)?Cov(g,,q5) + 2852 (Y, - Y,)*Cov(a,,qs) (2.10)

1
where, to terms of O(—j , we have
n

A
V(ql) =V(q2) iEW1W2

A
v(qg)ﬁﬁwlwz(wl—wz)2

A
COV(leqz) = _H\lez

A
Cov(q,,q,) = —lewz (W, —W,)
A
Cov(g,,q;,) =HW1W2(W1—W2)
and
p=N-n
N-1

After substituting the above expressions in (2.10) and doing some algebraic

1
simplification, we, to terms ofO(— , obtain
n

V[E[S’y2 | Ny, nz]] = %W1W2 {(551 _Siz )_ (Wl_WZ) (?1_?2)2}2
(2.11)
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This completes the computation of the first component involved in R.H.S. of
(2.9). To work out the second component on the R.H.S. of same, we first
obtain

V(s” In,n) =V (s, ) + PV (s, ) +PVI(T:—Yi,) 1+ 2p0,CoV(s) S )

+2p,p,Cov (S, (%, ~ Y, )?) + 2p2p3<:ov(s§m2 VsV, )2) (2.12)

Since,

cOv(gl,sgmz):

1
and also, to terms ofO(—j , we have
n

V()= (ni Nij S (B, (y) -1}

1
We can, to terms ofO(— , eXpress
n

1 1

V(s“f|n1,n2)ipf(———j B~ 1}+p§[;— g

N,

I 1 1 o oo 1 1
+4p3(Y,-Y )ﬂ[-—-j +£———]sz }+4pp ,-VY )[-——ju@
3 1 2 nl Nl \Z1 13 1 2 nl Nl 03

= = 1 1
—4p,p;(Y, = Y,) L_ - _j “EJ? )

L2 Jss th00-3

1
thus obtaining, to terms of O(—j, the second component on R.H.S. of
n

(2.9) as
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S| >

S
E[V(S;Z |nl’nz)]i %Wl{ﬁz(yl)—l}ﬂ{k—%j : Wz {Bz(yz)_l}

+4(V,-v, ) e {xwzsy (k—%jwlsﬁz}

n

20, Yz)[ml’ (k—N)ué?} (213)

Substituting (2.11) and (2.13) in (2.9), we get the required variance, to terms
1
ofO(—j, as
n
oy LA > = =212 A
V(S’y ):lewz {(551 _Syz)_(wl_WZ)(Yl_YZ) } +HW1831 {Bz(yl)_l}
M w, S D+ 27, -V W, WS+ k-1 ws
+ _N 2T{B2(y2)_ }"'E( 1 2) 1YV2 2 y1+ _N 1>y,

4WW
== (Y- Y)[xuél;—(k N]ué?} (2.14)

In particular if k = 1, i.e. all the non-respondents are interviewed, the

1
expression (2.14), to terms ofO(—j , reduces to
n

VIS = 5[ W (1)~ WS ) W (5~ WSS, )+ AW, (Y, =V, ) (2 - ) - 2WWLS] S
F2NW, (Y, =Y, ) {(3W, — W) S, +(3W, — W, )2, |+ W, (W, W, ) (Y, —\?Zﬂ

(2.15)

which can be shown, using the expansion of W, —% , to assume the form

given by

V()= 15 B.0) -1 =V(S)
(2.16)

. . . . 2 ..
where Sf/ is the estimator of population variance Sy of the characteristic of

interest y in the case when there is no non-response. This result is intuitively
correct as when k = 1, all the non-respondents in the sample are interviewed

and so there is no non-response in the sample and so from (2.6) we see that

2.
% is the same asSSZ/ .

. . . 2 .
Variance estimator of the estimator % can be worked out by expressing the

variance expression of this estimator given in (2.14) in terms of central
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moments of the population and then replacing each population moment by
its unbiased estimator.

. 2 . .
The est1mator% considered above does not make use of the available

auxiliary information. Keeping this in mind, we propose hereinafter two new
estimators of population variance in the presence of non-response by

imputing ratio-type estimators in the non-response stratum.

3. Two estimators of population variance imputing ratio estimators in non-

response stratum

Isaki (1983) proposed the ratio-type estimator

YSZ

X

. . . . 2 .
for estimating the population variance S, when there is no non-response.

y’
However, due to non-response, SSZ/ is not available. Continuing with the

dichotomization of the population into response and non-response strata as

explained in Section 2, we impute two different ratio estimators

S 2

g

m2

(3.1)
and
s,
my SZ
(3.2)

. . . 2
for estimating the variance Syz in the non-response stratum. Here, for the use

of the estimator in (3.2), it is tacitly assumed that the auxiliary information is

available on all the N, units constituting the non-response stratum.

Using (3.1) and (3.2) to replace S>2, in (2.5), we propose two new estimators
mp

of the population variance in the presence of non-response, viz.

N

:l_ {Wl_l_(N_n)Wz}s; +{ N _1W2 - k(N-D Wz}jmz Siz +n(N_1)W1W2(y1_ymz)2:|

N N(n-1 N(n-1) N(n-2)

sz
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N-1 N N(n-1) N 2 N(n-12) °fs N(n-1)

sz

(3.4

which can be alternatively written as

S =PsS;, +p, ?Siz +P5(Y, = Y,)’

m2

(3.5

and

%rz = pl%1 +P, %Szxz + pS(yl_ymz)z

(3.6)
where p; (i= 1,2,3) are defined in (2.7). Note that, for k = 1, Sirl will reduce
to S;Z )

Now, we work out the expected value and bias of each of the above two

estimators to the first degree of approximation.

3.1. Bias of each of the two proposed estimators

The expected values of Sirl and %rz given by (3.5) and (3.6) are obtainable,

1
to terms ofO(—) , as
n

e1s, )= EISu Il = W e - L s p000-0,)

N _
+ E_Wlw2 (Y, - Y2)2 (3.7)

e1S,.) - B S Il =5 { W b, - (K 5, a0 -0

N _
+ E_Wlw2 (Y, — Y2)2 (3.8

As a result, the bias of each of the two estimators, to terms of O(—j , is given
n

as
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Bias[Sirl] = (%Ljsiz {Bz (X,) - 92}
(3.9

Bias[Sﬁrz] = (% —%J 552 {Bz (X,) _62}

(3.10)

It can be seen that the first estimator becomes unbiased to the first degree of
approximation if k = 1, i.e. if all the non-respondents are interviewed. Also,
the bias would vanish to the first degree of approximation in each of the two

cases if
Bz(xz) = 92
(3.11)

which leads to the condition

0,-1
< )= 2
p(§2 2) \/Bz(yz)_l\/ﬁz(xz)_l

(3.149)

is the correlation coefficient between iz and éz . Thus, for each of the twin
proposed estimators, the bias would vanish to the first degree of
approximation if the regression of %2 on §2 is linear and passes through

origin.

3.2. Variance of each of the proposed estimators

To work out the variance of the proposed estimator Sirl , we use the relation

V(S,,) = VIES, [, n ]+ E VIS, [, n,]
(3.15)

We can evaluate
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E[$r1 In,,n,] = q1$1 + qZ%z + qa(vl _Vz)2
(3.16)
where q; (i= 1,2,3)are defined in Section 2.

Invoking (2.14), we obtain to first order of approximation, the first

component in (3.15) as

V[E[S)Z/rl [Ny, n,]] = %Wl\NZ {(851 —552 ) —(W, - W) (Vl _72)2}2

(3.17

In order to work out the second component in (3.15), we find, to first order

of approximation, that

1

v[s§r1|n1,n J P (——N—] y, B2 (y) 1} +p3S), {——n—j(ﬁ (x,)—20,+1)

l 2

1 o oa2 11 1 1
+{E_N_2j(ﬁz(yz) 1)}+4p3(Y1_Y2) {(n_l_N_l]S;_"(E_n_z}Siz}

1 1 1
+4p1p3 (n__W] (Y Yz)u(l) +4p2p3(Y Yz) {( _] Siz I"L(Zzl) _(

1 ™M mnSx2

(3.18)

As a result, the second component in (3.15) is obtainable as

E[v[sjrlml,nzﬂ:— S (B () -1} + WS, {( ](Bz(xz) 20, +1)
+(%—ij([32(y2) 1)}+4WW(Y Y){ W,S, + [K—EJW@;}

. k 1) » (k-1\S, .
+4WW (Y Y ){ ) (H—Nj MEB) +(T) %2 H(Zl)} (319)

1
Substituting (3.17) and (3.19) in (3.15), we get, to terms ofO(—j ,
n

_ _\2)2 S,
V(Sf/rl)i%WlWZ {(S; _Siz)_(wl_wz)(Yl_YZ) } +%W1831 {Bz(y1) _1}+(k_%jwz : {Bz(Y2)'

4 —  _ n AW, W,
+E(Y1_YZ)ZW1W2 |:}‘WZS\2/1+(k_Njwls§z:| 2(Y Yz)[ku(l) (k_ﬁjué?}

ws;‘( jBZ(x) 20, +1)+ 4AW,W, (Y, Y)(k 1)2% n? (3.20)
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Clearly, for k=1, the expression (3.20) reduces to (2.19) which is logically

&2 2
correct, as, when k =1, the quantity S, reduces to,§2 ) S, reduces to, %2
m2 m2

and sz becomes 72 and so, as commented earlier in this section, the

. 2
estimator Syrl reduces tO% .

Analogically, the variance of the second estimator %rz is obtainable, to terms

1
of O(—j ,as
n

V(Sirz) = %WIWZ {(Si1 _$2 )_ (Wl - Wz) (?1 - v2 )2}2 +%W1$1 {Bz(yl) _1}

+(k _ﬂjwz %2 {Bz(yz) + Bz(xz) - 292} +%(Vl _72)2W1W2 |:7\‘WZS)2/1 + (k _%jwlsi}

N

IWW, o o n n\S,
A 2m—vz){xus;—(k—ﬁjugzu[k—ﬁjsgz u;?}

Variance estimators of each of the estimators Sf/rl and Sirz can be worked

n

out by expressing the respective variance expressions of these estimators, given
in (3.20) and (3.21) in terms of central moments of the population and then

replacing each population moment by its unbiased estimator.

4. Performance of the three competing estimators in the presence of non-

response

X . . 2
We first proceed to compare the competing estimators Sirl and% . From

(2.14) and (3.20), we have

(2)

V(S,) -V (s'f) = (kT‘ljwzsjz {sj (B(x,)— 20, +1)+4W, (Y, —\72)%
(4.1) 2
For k = 1, the estimators S, and S|, are equally efficient. In general, for the
first estimator Sirl to perform better than S’yz, we note that
(2)
S (B,(x,) — 26, +1)+ AW, (Y, - Y,) % <0

2

(4.2)

which leads to the interesting condition given by
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p(5§Z1S§z)>5—C'V'(Si2) 1-2W, Cov{(gll_;mz) 'Siz}

“2avi(s) T (ev(s)) sis.

and

Further, if

CV.(s}, )=CV.(s,)=C,, (sa)
(4.5)

.. 2
the above condition, for Sirl to score over % , reduces to

Cov (yl—ymz )2,s§2
p(sjz,siz)z% 1-2W, {cozsizs; }

(4.6)

. . . 2 ,
Now, for comparing the competing estimators, Szyrz and% , we find the

difference of their variances, as

W L0
w16 R g - an -5
4.7)

. . 2 ..
which, in order that Sirz performs better than S;, , leads to conditions

similar to (4.2) and (4.3) obtained earlier for Sirl to perform better than %2‘
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Finally, in order to compare the competing estimators Ssrl and Szyrz , we find

that

V(Sirz)—V(Siu) = (i_;jwﬁz {35 (B,(x,) —26, +1)+4w1(Y1_Y2)P;(§ﬂ
(4.8)

which implies that Sirz performs better than Sirl if

acv(s)| o) s

p(s,.s, )2 2cv(s) M (c.v.(siz))2 S.S,

(4.9)
Note that the condition (4.3) is similar to (4.9). This leads us to conclude that

the estimator %rz will perform better than the estimator Sirl , whenever the

latter performs better than the existing est1mator% . The result is intuitively
appealing since the second estimator makes use of the value of the variance of

1. . . . 2
the auxiliary variable in respect of the non-response stratum, 1.e.,SX2 rather

than its estimator ﬁz , which has been utilized in Sf/rl .

5. An Empirical Investigation

To provide numerical evidence in support of the findings of Section 4, we
consider a finite population for which we examine different combinations of

proportions of respondents and non-respondents in the population i.e.,
W, and W, in Tables 1, 2 and 3. The following data set pertaining to this
1 2

population assumes that both the proposed estimators are unbiased to the
first degree of approximation. The population quantities for the response

stratum are

S, - 144, Hg =200, By(y,) -2

and the corresponding quantities for the non-response stratum are

2 2
S], = 1000, uig =250, B,(y,) =55

while BZ(XZ) (and consequently 92 under the condition (3.11)) is assumed

to take one of the three possible values, i.e., 3,(X,) = 1.5 or 3 or 4.5. It is
clear from (3.14) and the above data that the maximum value that can be
attained byf,(X,) is 5.5. Further, since the conditions for better
performance of any of the proposed estimators depends on the difference say,

D of the population means ?1 and Vz, as borne out by (4.2), we consider
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for each of the three tables presented below values of D (=Y, = Y,) as -25, -
50, 0, 25 and 50.

The three tables have been prepared to highlight the performance of the three

. 2 . . . .
estlmators% , Sf/rl and Sirz discussed in Sections 2 and 3 by computing

their variances for four chosen values of f (= n/N) and k = 2, 3 and 4
corresponding to each of the aforesaid three specified values of 3,(X,).

These tables also present the percent gains in precision of the two competing

. . .. . 2
estimators Sirl and $r2 relative to the existing estlmator% denoted by G,

and G; and the percent gain of Sirz relative to Sirl being denoted by Gs.

More explicitly, let

o _V(87)-vEw
BERYCH
V()-VSD)
V(Sirz)

=x100

and

G3 _ V(Sirl) _V(Sirz) %100.
V(%rz)

Table 1: Percent gains of Sirl and Sirz relative to %2 and of Sirz relative

to Sirl for different combinations of f, 3,(X,) and k and varying values of

D when W1 =0.25 and W2 =0.75

D =-50
Per- B,(X,)=15 B,(X,)=3.0 B,(X,)=45
f cent k k k
gain | 5 3 4 2 3 4 2 3 4
G 107.
! 56 | 7.7 | 87 | 248 | 36.1 | 42.6 | 52.5 | 85.1 27
005 | G 204. | 210. | 213.
Plo116 | 117 | 11.8 | 63.3 | 64.3 | 64.9 4
4 6 7
Gy | 57 | 38 | 28 (309207156996 | 678 | 51.4
0.10 | G, 58 | 7.8 | 88 | 257|370 434 | 547 | 879 | 110.
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2
204. | 211. | 214.
Gl 16 117 | 11.8 | 63.4 | 644 | 64.9 04 4
9 0 1
Gy | 55 | 36 | 27 | 300200150 |97.1 | 655 | 49.4
Sl 6s | 83 | 92 | 286 | 400 | 461 | 62.6 | 97.8 110‘
2 206. | 212. | 215.
02551 G 117 | 11.8 | 11.8 | 63.7 | 64.7 | 65.1 06 >
6 5 3
Gy | 50 | 32 | 24 | 273|176 | 13.0 | 885 | 57.9 | 43.1
Gl g5 | 92 | 100|353 | 461 | 513 | 824 110’ 1‘;2'
050 | G 11.7 | 11.8 | 11.9 | 643 | 65.1 | 655 2101 215, 217,
1 3 6
Gy | 39 | 24 | 1.7 | 214|130 94 | 700 | 43.1 | 31.1
D =225
Sol6o | 82 | 93 | 281 | 412 | 487 | 618 1(13' 1362‘
005 | 9 | 125 | 125 | 126 | 748 | 755 | 758 | 2% | BT | 3
0 8 8
Sl | 40 | 3.0 | 364 | 2453 | 182 1‘;2‘ 95.9 | 72.3
Table 1: Contd...
D =25
Per. B,(x,)=15 B,(x,)=30 Bo(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
Gloez | 83 9.4 | 29.1 | 42.2 | 49.6 | 64.5 1%6‘ 1376’
010 | 125 | 126 | 126 749 | 75.5 | 75.8 232‘ 2928‘ 3011‘
Sloso |39 | 29 | 355 234 | 1755 1358‘ 92.6 | 69.5
Gl 68 | 88 | 98 324 | 456 | 52.7 | 743 “99‘ 1570’
0.25
G | 125 | 126 | 126 | 750 | 75.7 | 76.0 2%4‘ 2969‘ 322’
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126.
Sl sa | 54| 25 | 322 | 206 | 152 06 81.7 | 60.5
150. | 181.
Gl g0 | 98 | 106 | 402 | 527 | 589 | 99.6 570 88
. 297. 2. .
0501 Ge | o5 1126 | 126 75.4 | 76.0 | 76.2 o7 | 3021 304
4 3 4
Gy | 42 | 25 | 1.8 | 251 ] 152|109 | 99.1 | 60.5 | 43.5
D=0

il 59 | 80 | 91 | 288 | 423 | 502 | 642 128' 1‘;0'
005 | | 122 | 123 | 124 | 771 | 781 | 786 | 220 | 320 | %
3 8 7

156. | 106.
Sl o | 40 | 30 | 376 | 251 | 189 516 26 80.5
Sole1 |82 | 92 | 208 | 434 | 512 | 67.0 1152' 1‘:{5’
010 | | 122 | 123 | 124 | 772 | 182 | 786 3?' 3350' 3335'
Sl oss |38 | 29 | 366 | 243 | 18.1 1512‘ 1%2‘ 77.4
Sol6r | 87 | 97 [ 332|470 | 545 | 775 1296‘ 1611’
025 | ©* | 123 | 123 | 124 | 775 | 784 | 7188 | 0P| P2 | BT
6 7 2
Sl ss | 34| 25 332 ] 214 | 158 1378‘ 90.7 | 67.4
Sl 79 | 97 | 105 | 413 | 545 | 609 | 10F | 161 ] 196
6 1 4
050 | & | 123 124 | 124 | 780 | 78.8 | 79.1 3219‘ 3327‘ 34;0’
Gologr | 25 | 18 | 260 158 | 113 1(;9‘ 67.4 | 48.7

D=25

G 54 | 74 | 83 | 273|398 | 47.1 | 60.6 120‘ 1298’
005 | | 112 | 112 | 113 | 718 | 725 | 728 | 28| 283 | 286
1 8 7
G 54 | 3.6 | 27 | 350 233|175 1355‘ 91.4 | 69.0
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Table 1: Contd...

D=25
Per. B,(x,)=15 B,(x,)=3.0 Bo(x,) =45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
104. | 132.
Solse | 75 | 85 | 282 | 40.8 | 48.0 | 632 24 é
010 | | 112 | 112 | 113 | 719 | 725 | 720 | 278 | B84 | 28T
5 2 1
131.
Solss |35 | 26 | 340 | 225 | 168 39 88.2 | 66.3
116. | 146.
Sol61 | 79 | 88 | 315 | 441 | 510 | 727 86 ‘;6
025 | | 112 |13 | 113 | 721 | 727 | 130 | 280 | 85| 288
1 6 2
Sl ous |31 | 23 | 309 | 198 | 146 120' 779 | 57.6
Golog2 | ss | 95 | 389 | 510 | 568 | 97.2 1436' 1795’
050 1 G o | 113 | 113 | 724 | 130 | 732 | 283 | 288 | 20
4 2 3
Gy | 37 | 23 | 1.6 | 241 | 146 | 105 | 945 | 57.6 | 41.5
D =50
Solue |62 | 70 | 234|339 | 399 | 505 | 813 1(;1‘
0051 G 93 | 94 | 95 | 587|597 | 60.2 189.-| 195. | 198.
4 2 2
Gy | 45 | 30 | 23 | 286|192 | 145 | 923 | 629 | 47.7
Solour |63 | 71 | 242 | 348 | 407 | 526 | 839 124‘
0101 Go | g 5 9.4 | 95 | 588 | 59.8 | 60.2 189. | 195. | 198.
9 6 5
Gy | 44 | 29 | 22 | 278|185 | 13.9 | 90.0 | 60.7 | 45.8
Solost |67 | 75 | 269 | 375 | 43.1 | 60.1 | 932 “24‘
0551 G 94 | 95 | 95 |59.1 | 60.0 | 60.4 191\ 197 1 199.
4 0 7
Gy | 40 | 26 | 19 | 253|164 | 12.1 | 820 | 53.7 | 39.9
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114. | 134.
Grl6r | 75 | 81 | 332 ] 430 | 479 | 787 24 14
. 194. | 199. | 201.
050 | G 9.4 95 | 9.6 | 59.6 | 60.4 | 60.8 o4 99 0
8 7 9
G; 3.1 1.9 1.4 | 199 | 12.1 | 87 | 649 | 399 | 28.8
Table 2: Percent gains of Sf,rl and Sirz relative to S'y2 and of Sirz relative
to Sirl for different combinations of f, BZ (XZ) and k and varying values of
D when W1 = W2 =0.50
D=-50
Per. B,(x,)=15 B,(x,)=30 Bo(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
Gi 4.4 59 | 6.8 | 17.1 | 244 | 28.5 | 334 | 50.7 | 61.2
005 | 9| 89 | 90 | 9.1 | 308|407 | 412|953 | 984 1%0’
Gs 4.3 29 | 2.2 | 194 | 13.1 | 99 | 464 | 31.7 | 24.1
Gi 4.5 6.1 6.9 | 17.6 | 25.0 | 29.0 | 34.6 | 52.1 | 62.6
0.10 < 8.9 9.0 | 9.1 | 399 | 40.8 | 41.2 | 955 | 98.6 1(‘)20’
G; 4.2 28 | 21 | 189 | 12.7 | 95 | 45.2 | 30.6 | 23.1
Gi 49 6.4 | 7.2 | 19.6 | 26.8 | 30.6 | 39.0 | 56.9 | 67.1
0.25 G 8.9 9.1 9.1 | 40.1 | 41.0 | 41.4 | 96.3 | 99.4 1(;0’
Gs 3.8 2.5 1.8 | 17.2 | 11.2 | 83 | 41.3 | 27.1 | 20.2
Gi 5.8 7.2 | 7.8 | 239 | 30.6 | 33.8 | 49.3 | 67.1 | 76.3
050 | 9| 90 | o1 | 92 | 406 | 414 | 418 | 982 120‘ 1%2’
Gs 3.0 1.8 1.3 | 135 ] 83 | 6.0 | 32.7 | 20.2 | 14.6
D=-25
Ol ss | 76 | 86 | 244 | 357 | 422 | 514 | 835 125 ’
0.05
G 114 | 11.6 | 11.7 | 61.8 | 63.3 | 64.1 1965. 2(;4' 2%8’
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Gs | 56 | 37 | 28 | 301|204 | 154|953 | 658 | 502
Gl s | 77 | 88 | 2521365 | 43.0 | 53.5 | 864 1%8'
010 G 11.4 | 11.6 | 11.7 | 62.0 | 63.4 | 64.2 196. 1 204. 1 209.
3 9 4
Gy | 54 | 36 | 27 | 2931197 | 148 | 93.0 | 63.6 | 483
118.
Cil6s | 82 | 92 | 281|395 457 | 613 | 962 88
0251 Gl yys 117 | 11.7 | 62.4 | 63.8 | 64.4 198. | 207. | 211.
6 0 2
Gs | 49 | 32 | 23 | 267|174 | 129 | 851 | 565 | 42.2
Table 2: Contd...
D =225
Per. B,(X,)=15 B,(x,)=30 Bo(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
Gl g4 | 92 | 100|348 | 457 | 510 | 809 128‘ “éo‘
0501 G 1y g 117 | 118 | 632 | 644 | 650 | 2> | 21| 2%
6 2 6
Gy | 39 | 23 | 1.7 | 211|129 93 | 679 | 422 | 307
D=0
Gl osg 7.9 | 9.0 | 28.0 | 41.5 | 49.4 | 62.0 125 ‘ 117’
005 | | 119 | 121 | 122 744 | 762 | 77.1 294. | 3111 320.
5 2 2
Sl ss |39 | 29 | 362 245 | 18.5 1‘;3 ‘ 120‘ 77.0
Soloeo |81 | 91 | 290 426 | 50.4 | 64.8 129‘ 121.
o10| | 120 | 121 | 122 745 | 763 | 772 295 | 312} 321.
8 5 3
G157 |38 | 28 353 | 237 | 178 110‘ 97.0 | 74.1
Gl 65 | 86 | 96 32.4 | 46.2 | 53.7 | 75.0 1231 157,
0.25 6 5
G, | 120 | 122 | 123 | 75.0 | 768 | 77.6 | 300. | 316. | 324.
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2 6 8
128.
Sl ost | 55 ] 25 | 322 ] 200 | 155 78 86.3 | 65.0
101. | 157. | 192.
Sl a8 | 96 | 104 | 405 | 537 | 603 | 1© T 19
6 5 9
10. | 324. 1.
050 | ©* | 121 | 123 | 123 | 761 | 776 | 783 | 210 | 3| P
0 8 7
103.
Sologo |25 | 18 | 254 | 155 | 112 23 65.0 | 47.4
D=25
100.
Solus et | 7.0 | 2301335 | 395 | 494 | 798 20
N B Y B 904 | 574 | 587 | 50.5 | 81| 189 193
6 6 9
Gy | 45 | 30 | 23 | 279|189 | 143 | 885 | 61.1 | 46.6
Solue | 63 | 7.0 | 238 | 343 | 403 | 515 | 82.5 123’
0101 Gt g | 93 | 94 | 575 | 588 | 50.5 | 182 | 190 | 9%
2 2 4
Gy | 44 | 29 | 22 | 2721183 | 13.7 | 863 | 59.0 | 44.9
Solsy | 67 | 74 | 265 | 37.1 | 427 | 589 | 917 1172’
0251 Gl g, 94 | 95 | 578 | 592 | 50.8 | 8% | 1% 196.
4 2 0
Gy | 40 | 26 | 19 | 248 | 16.1 | 120 | 79.0 | 524 | 39.2
Table 2: Contd...
D=25
Per. B,(x,)=15 B,(x,)=30 Bo(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
Gl 6o 74 | 80 | 327|427 | 476 | 113 1172‘ 1392’
0501 Gl g3 1 95 | 95 | 586|598 | 603 | 18| 196 | 199
1 0 2
Gy | 31 | 19 | 14 | 195|120 86 | 63.0 | 392 | 285
D =50
G | 29 | 39 | 44 | 153|217 ] 252 | 31.1 | 469 | 564
0.05
G, | 58 | 59 | 59 349|357 361|861 | 89.0 | 90.4
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Gs 2.8 1.9 1.4 | 17.0 | 11.5 | 8.7 | 419 | 28.6 | 21.8

Gi 3.0 40 | 45 | 158 | 22.2 | 25.7 | 32.2 | 48.2 | 51.7

010 | G, 5.8 59 | 59 | 349 | 358 | 36.2 | 86.3 | 89.2 | 90.6

Gs 2.1 1.8 1.4 | 165 | 11.1 | 83 | 409 | 27.7 | 20.9

Gi 3.2 42 | 47 | 175 | 23.8 | 27.1 | 36.2 | 52.5 | 61.7

025 | G 5.8 59 | 59 | 352|360 | 363 | 87.1| 898|912

Gs 25 1.6 1.2 | 151 | 9.8 73 | 3713 | 245 | 18.2

Gi 3.8 4.7 51 | 212 | 27.1 | 29.8 | 45.7 | 61.7 | 69.9

050 | G, 59 59 | 6.0 | 356 | 363 | 36.6 | 88.8 | 91.2 | 92.3

Gs 2.0 1.2 09 | 119 | 73 52 296 | 182 | 13.2

Table 3: Percent gains of Sirl and Sirz relative to %2 and of Sirz relative

to &

yrl

D when W1 =0.75and W2 =0.25

for different combinations of f, 3,(X,) and k and varying values of

D =50
Pere B,(x,)=15 B,(x,)=30 Bo(X,)=45
f ent k k k
gain

2 3 4 2 3 4 2 3 4

G 2.9 40 | 47 | 102 | 148 | 174 | 18.6 | 279 | 335

0.05 | G, 5.8 6.1 | 63 | 220 | 234|242 | 441 | 475|494

G; 2.8 2.0 1.5 | 10.7 | 7.5 | 58 | 215 | 153 | 11.9

G 3.0 4.1 48 | 10.5 | 15.1 | 17.7 | 19.3 | 28.7 | 343

0.10 | G, 5.8 6.1 6.3 | 22.1 ] 235|243 | 443 | 418 | 49.7

Gs 2.7 1.9 14 | 105 | 7.3 | 56 | 21.0 | 148 | 11.5

G 33 44 | 50 | 11.7 | 163 | 18.8 | 21.7 | 31.2 | 36.6

025 | G 59 6.2 | 63 | 225|239 | 24.6 | 45.2 | 48.7 | 50.4

G; 2.5 1.7 13 | 96 | 65 | 49 | 194 | 133 | 10.1

050 | Gy 4.0 50 | 55 | 144 | 188 | 209 | 27.2 | 36.6 | 41.4
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G, | 61 | 63 | 65 233|246 | 252|473 504|519
Gy | 20 | 13 | 09 | 7.8 | 49 | 36 | 158 | 10.1 | 7.4
D=5
G | 48 | 66 | 7.6 | 196 | 288 | 34.1 | 395 | 62.7 | 77.9
123. | 131. | 136.
005 | | 97 | 101|102 ] 471 | 492 | 503 B 36
1 6 2
Gs | 47 | 32 | 25 | 229|158 | 12.1 | 60.0 | 424 | 32.8
G | 49 | 67 | 7.7 | 203|295 | 348 | 41.1 | 64.7 | 80.0
010 | | 98 | 101|102 | 473 | 494 | 505 | 12| PBE | B
7 2 8
Gy | 46 | 3.1 | 24 | 224|153 | 11.6 | 58.6 | 41.0 | 316
G | 54 | 72 | 81 | 227319369 | 46.7 | 71.5 | 86.9
025 | | 98 | 102103 | 478 | 499 | 500 126.| 134 | 138.
0 4 7
Gy | 42 | 28 | 2.1 | 205 | 13.6 | 102 | 54.0 | 36.6 | 27.7
Table 3: Contd...
D=5
Per. B,(X,)=15 B,(x,)=30 Bo(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
Golo6s |81 | 88 | 281|369 | 413 | 60.8 | 869 121’
0501 G150 | 103 104 | 49.1 | 509 | 517 | BL| 138 ] 142
0 7 3
Gs | 33 | 21 | 15 | 164|102 | 7.4 | 437|277 | 203
D=0
Gl 56 78 | 89 | 27.2 | 40.6 | 48.6 | 59.8 1012‘ 137 >
005 | | 116 | 119 | 121 | 715 | 742 | 756 | 27 | PF 305.
6 4 1
G157 | 38 | 29 | 348 | 239 | 182 111‘ 94.2 | 73.4
Gl osg 7.9 | 9.0 | 282 | 41.7 | 49.6 | 625 1(16‘ 1318’
0.10
G2 117 | 119 | 12.1 | 71.7 | 744 | 75.7 211‘ 2924‘ 326’
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128.
Sl ss | 57| 28 | 340 | 230 | 175 58 913 | 70.8
120. | 153.
Gl ga | 85 | 95 | 316|453 | 529 | 724 OO 563
277. | 311
025 | | 117 | 120 | 121 | 724 | 750 | 763 | 27T | 300 |3
3 0 8
118.
G150 | 33 | 24 | 310 205 | 153 88 81.8 | 62.4
153. | 189.
Solog6 |95 103|396 | 529 | 59.7 | 98.4 563 %9
050 | Gs 119 | 12.1 | 12.2 | 740 | 76.3 | 77.3 290. 1 311 321.
7 8 9
Gy | 40 | 24 | 1.7 | 247|153 | 11.0 | 96.9 | 62.4 | 46.0
D =25
G | 35 | 48 | 55 | 180|263 |31.1 | 374 | 589 | 729
G 113. | 120. | 124.
0.05 P70 | 73 | 14 | 425 | 444 | 454 4
0 6 8
Gy | 34 | 23 | 1.8 | 207 ] 143|109 | 55.0 | 389 | 30.0
G | 36 | 49 | 56 | 187|270 |31.7 | 389 | 60.8 | 74.8
010 | F | 71 | 73 | 74 | 426 | 445 | 455 | 1P 121|125
6 2 4
Gy | 33 | 23 | 1.7 | 202 138|105 | 538 | 37.6 | 289
G | 40 | 52 | 59 | 208|291 |336 | 442 | 67.0 | 81.0
025 | | 71 | 74 | 75 | 431 | 450 | 459 H5. 1 1231 121,
6 1 0
Gy | 31 | 20 | 1.5 | 185|123 | 9.2 | 495 | 33.6 | 254
Table 3: Contd...
D=25
Per. B,(X,)=15 B,(X,)=3.0 B,(X,)=45
f cent k k k
gain
2 3 4 2 3 4 2 3 4
G | 47 | 59 | 64 | 257336375 572|810 | 94.1
050 | | 73 | 75 | 75 442 | 459 | 46.6 1201127, 130.
1 0 3
Gy | 24 | 15 | 1.1 | 147 ] 92 | 67 | 400 | 254 | 186
D =50
005 G, | 15 | 21 | 25 | 87 | 125|147 | 169 | 252 | 302
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G, 3.0 32 | 33 | 184 | 19.6 | 203 | 393 | 423 | 43.9
G; 1.5 1.0 | 08 | 90 | 63 | 49 | 19.1 | 13.6 | 10.6
G 1.6 2.2 25 1 90 | 128 | 150 | 175 | 259 | 30.8
0.10 | G, 3.0 32 | 33 | 185 | 19.7 | 204 | 395 | 42.5 | 44.1
Gs 1.4 1.0 | 0.8 | 88 | 6.1 47 | 187 | 13.2 | 10.2
G 1.7 2.3 277 | 100 | 13.8 | 158 | 19.6 | 28.1 | 32.9
025 | G; 3.1 33 | 33 | 188 | 20.0 | 20.6 | 40.3 | 43.3 | 44.8
G; 1.3 09 | 0.7 | 8.1 55 | 41 | 173 | 11.8 | 9.0
G 2.1 2.1 29 | 122 | 158 | 17.6 | 24.6 | 329 | 37.1
050 | G 3.2 33 | 34 | 195 | 20.6 | 21.1 | 42.0 | 44.8 | 46.1
Gs 1.1 0.7 05 | 65 | 41 30 | 140 | 9.0 | 6.6

L .. 2
It emerges from the above tables that the gain in precision of Sirl over %

increases with k regardless of the values of other parameters while for the

estimator Sirz , the gain in precision over % is at best marginal with

increasing k. However, the extent of gain scored by Ssrz relative to Sirl over

% is higher and, at times, for some configurations of parameters, it is
markedly higher, thus rendering the estimator Sirz a frontrunner, despite

diminishes with increasing value of k.

the fact that the gain of S§r2 over Sf/rl

The tables also reflect that, for a fixed k, the gains in precision of

and over Zincreases with increasing value of the samplin
r1 r2 OV w g v pling

fraction f while the gain of Sirz over Sf/rl shows a dip for this case. It is clearly

brought out by the above tables that the increase in measure of peakedness

(ie.,B,(X,)) of the distribution of xwvariable in the non-response stratum

1mpacts in a positive manner the gains 1 precision of Sirl and SirZ OVCI‘% .

Our computation based on the difference (distance) between stratum means,

ie,D= ?1 — 72 =.50, -25, 0, 25, 50 leads us to conclude that the estimators

Sf/rl andssrz score optimally over S;,then D = 0 and so does

Szyrz overSirl when D = 0. However, a transition from negative to positive

values of D (#0), results in lower gains in precision be it GlorG2 or G3~
This is clearly reflected by condition (4.2) coupled with (4.7). Finally Tables 1,
2 and 3 highlight an intuitive fact that an increase in the value of W, (which
is proportion of respondents in the population) leads to a dip in gain in

precision, be it Glor G2 or G3 .
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