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Abstract. This paper observes and controls the evaluation of a batch arrival
retrial queue with all possible normal/regular, optional and re-service (on

demand basis) using Bernoulli’s vacation time which includes a breakdown

and crash time. The primary hypothesis is that the repair method does not
begin without any delay after a breakdown and there’s a crash time which

calculates the waiting time to begin the queue after the repair process is over.

In addition, it is focused that the clients who identified that the server is still
busy with the exiting queue are creates an orbit who’s functional method are

adhered by FCFS method. Once the initial service is over then the client

may depart or the same client may again demand to take the same service as
re-service or still to be in a part of some other queue to get the related service.

At the end of epoch of every service, if the server didn’t find its clients in
the queue, the server will look ahead to the subsequent patron to reach with

possibility 1− a and chooses vacation with opportunity a. Consistent steady

state conditions was identified and verified through supplementary variable
method and compared with the existing methods.

1. Introduction

In the recent years, the retrial queueing services have been studied extensively,
because of its applicability in machine learning, telecommunication networks to all
kinds of networks [1]. Extensive surveys of retrial queues are evident in Artalejo
(1999) [2] Gomez-Corral A (1999) [8] and Choudhury (2002) [4, 5]. A summary of
the literature on retrial queues and its applications are discovered in Falin (1997)
[6, 7], and Yang and Templeton (1987) [18].

Most of the latest researches were committed themselves to discuss about batch
arrival, vacation, orbits, Bernoulli’s retrial queue and so on. When we restrict our
search on queueing theory with service and re-service provider, we could be seeing
many researchers and their contributions [3]. Authors like Madan et al. (2004)
[14, 13], Jeyakumar and Arumuganathan (2011) [9] had studied queueing system
which provides the concepts of re-service.

M/G/1 retrial queue with server subject to breakdown are analyzed by
Choudhury and Deka (2008) [5]. Wide and more relevant concepts of retrial
queues are focused by Krishnakumar and Arivudainambi (2002) [12],
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Krishnakumar and Pavai Madheswari (2017) [15] and the queueing literature
wherein the idea of popular retrial time has been taken into consideration in
conjunction with the Bernoulli’s vacation. On the other hand the retrial
queueing system’s server might not be aware what kind of service should provide
the clients in the existing system [10, 11]. Hence it is literally vital to alter the
Bernoulli’s system schedule in the retrial context. This unique form of
Bernoulli’s vacation schedule is known as modified Bernoulli’s extension schedule
which is taken into consideration through Madan (2004), Pavai Madheswari,
Krishnakumar and Suganthi (2017). Wang and Li (2008) [16] studied a
comparable version with breakdown and restore the existence session without
any delay. In this optionally available re-service case, a client has the selection of
choosing any service like optional, regular service or re-service [17]. We expect
clients arriving in batches can pick out any service which is presenting in the
system like: normal, optional and re - service. Such conditions are ordinarily

The structure of this paper is prepared as follows; the outline of the
mathematical structure, assumptions and related variables are given in Section 2.
Section 3 focuses probability metrics of service (Normal and Optional),
Re-service, Breakdown and repair time. Further it shows that whether the
customer is in the queue or orbit, its assures the customers service. Optimal and
consistent steady state equations are derived in the Section 4. Finally Section 5
concludes the paper.

2. Mathematical Structure

1. The specific description of the version is given as follows: We take into account
of MX/G/1 queueing system model, with an arrival of λ. Here Xi denotes the
number of clients belonging to the ith arrival batch wherein Xi, i = 1, 2, 3, . . .
P [Xi = n] , n = 1, 2, 3, . . . and X(z) denotes the probability generating function
of X.

2. If there is no waiting area and consequently if the customer/client arrives to
take the service and send the request to the service regarding the service. If
the server is busy in providing service to some other queues, then the new
customers / clients will join the orbit immediately, since there is no waiting
area is there for the customers. Now the clients in the orbit, then try and join
any relevant queue to get their service. Arbitrary probability distribution X(a)
with the Laplace-Stieljie’s transform (LST) X∗(a). Then the retrial queue time

to complete the service is a(x)da = dX(a)
l−X(a) .

3. A server presents normal/regular, optional and optional re - service to every
function and the service related process. The service provider area is function
under the concepts of FCFS (First Come First Serve). As quickly as the first
server completes its work / service, then it allows the clients/customers from
the orbit to get the services as they wants like regular/normal service, optional
and optional reservice. Finally the client who chooses optionally available re -
service will become a member of the orbit with chance r or might be leaves the
queue with the probability 1−r. The service time follows the random variables
Y1 and Y2 with distribution characteristic B1(t) for regular service provider and
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Y2(t) for optional service and LST Y1 ∗ (a), Y2 ∗ (a). The conditional rate of
service is arrived by

µ1(a)da =
dY 1(a)

l − Y1(a)
, µ2(a)da =

dY 2(a)

l − Y2(a)

4. At the end of service to every customer, the server may fit for a vacation of
random period Z with probability x(0 ≤ x ≤ 1) or may still wait in the queue
to provide service with the probability l−x. The vacation time of the server Z
has the characteristic function Z(t) and LST is Z ∗ (x). The conditional rate

of completion of server’s vacation service is estimated by ∈ (a)da = dZ(A)
l−Z(a) .

5. The device may also breakdown at random, and the service channel may fail
at any periodical time. The server’s time instances are generated by the rate
of changes as β1 and β2 for normal and optional service respectively.

Once the system is breakdown, then the waiting time of the customers and
approximate service time are defined using probability density function. Once
the system is breakdown, then the repair should start immediately and reduce the
waiting time of the customers in the queue and customers in the orbit. The waiting
time follows the distribution with density function which is defined on Z1(t) and
Z2(t) for normal and optional service respectively and its corresponding LST is
defined as Z∗

1 (b), Z
∗
2 (b) respectively. The repair time of the server is denoted by

S1(t) for regular service, S2(t) for optional service and its corresponding LST is
S∗
1 (b) and S∗

2 (b) respectively. The conditional time with respect to repair (in case
of breakdown) on normal service, delayed service, optional service and optional
reservice are estimated by

ζ1(b)db =
dZ1(b)

l − Z1(b)
, ζ2(b)db =

dZ2(b)

l − Z2(b)

v1(b)db =
dS1(b)

l − S1(b)
, v2(b)db =

dS2(b)

l − S2(b)

All randomized methods occupied a central position in the stochastic process. Now
we introduce few additional notations as a way to be used in the mathematical
system as X0(t), Y 0

1 (t), Y
0
2 (t), Z

0
1 (t), Z

0
2 (t), S

0
1(t), S

0
2(t), S

0(t) be the elapsed retrial
time, normal service time, optional re - service time, delayed repair time (when
the server is in breakdown), normal service during the repair time, optional service
during the repair time, optional re-service during the repair time and server’s
vacation time respectively.

Theorem 2.1. The embedded Markov chain is ergodic if {G/l ∈ T} and most
effective if ρ < 1 wherein

ρ = E(A)(l −X∗(λ)) + λE(A)[E(Y1)[1 + β1(E(Z1) + E(S1))]

+ uE(Y2)[1 + β2(E(Z2) + E(S2))] + aE(Z)]

Utilizing the above theorem, construct a steady state system in various phases
along with the probability as :

P0(t) = P{D(t) = 0, A(t) = 0}
Pln(a, t)da = P

{
D(t) = 0, A(t) = 1, a ≤ X0(t) < a+ da

}
, l ≥ 1
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M1,1(a, t)da = P
{
D(t) = 1, A(t) = 1, a ≤ Y 0

1 (t) < a+ da
}

for t ≥ 0, a ≥ 0, l ≥ 0

M2,1(a, t)da = P
{
D(t) = 2, A(t) = 1, a ≤ Y 0

2 (t) < a+ da
}

for t ≥ 0, a ≥ 0, l ≥ 0

G1,1(a, b, t)db = P
{
D(t) = 3, A(t) = 1, b ≤ Z0

1 (t) < b+ db/Y 0
1 (t) = a

}
G2,1(a, b, t)db = P

{
D(t) = 4, A(t) = 1, b ≤ Z0

2 (t) < b+ db/Y 0
2 (t) = a

}
Rt,1(a, b, t)db = P

{
D(t) = 5, A(t) = 1, b ≤ S0

1(t) < b+ db/Y 0
1 (t) = a

}
for t ≥ 0, (a, b) ≥ 0, l ≥ 0

R2,1(a, b, t)db = P
{
D(t) = 6, A(t) = 1, b ≤ S0

2(t) < b+ db/Y 0
2 (t) = a

}
for t ≥ 0, (a, b) ≥ 0, l ≥ 0

ϕl(a, t)da = P
{
D(t) = 7, A(t) = 1, a ≤ Z0(t) < a+ da

}
, l ≥ 0

3. Probability Metrics of Service (Normal and Optional), Re-service,
Breakdown and repair time

The following chances are utilized in the subsequent sections.
po(t) is the probability of getting chance that the system is empty.
P1(a, t) is the chance that there are precisely l clients in the orbit with the

elapsed retrial time of the customers who doesn’t stay in the queue.
M1,1(a, t) is the probability of getting chance that there are precisely l clients

in the orbit with the elapsed service time and the customer who is getting services
at present is denoted by a.

M2,1(a, t) is the probability of getting chance that there are precisely l clients in
the orbit with the elapsed re-service time and the customer who is getting services
at present is denoted by a.

G1,1(a, b, t) is the probability of getting chance that there are precisely l clients
in the orbit with the elapsed service time during the breakdown of the server and
the customer who is getting services at present is denoted by a.

G2,1(a, b, t) is the probability of getting chance that there are precisely l clients
in the orbit with the elapsed optional re-service time during the breakdown of the
server and the customer who is getting services at present is denoted by a.

Rt,1(a, b, t) is the probability of getting chance that there are precisely l clients
in the orbit with the elapsed service time during the repair time of the server and
the customer who is getting services at present is denoted by a.

R2,1(a, b, t) is the probability of getting chance that there are precisely l clients
in the orbit with the elapsed re-service time during the repair time of the server
and the customer who is getting services at present is denoted by a.

ϕ1(a, t) is the probability of getting chance that there are precisely l clients in
the orbit with the elapsed vacation time and the customer who is getting services
at present is denoted by a.

In general, the delay is denoted by b and time is denoted as t. The following
stability conditions satisfied the conditional probabilities of :

P0 = lim
l→∞

P0(t) for t ≥ 0, P l(a) = lim
l→∞

Pl (a, t) for t ≥ 0, a ≥ 0, l ≥ 1
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M1,l(a) = lim
l→∞

M1,l (a, t) for t ≥ 0, a ≥ 0, l ≥ 0

M2,l(a) = lim
l→∞

M2,l (a, t) for t ≥ 0, a ≥ 0, l ≥ 0

G1,l(a, b) = lim
l→∞

G1,l (a, t) for t ≥ 0,

G2,l(a, b) = lim
l→∞

G2,l (a, t) for t ≥ 0

R1,l(a, b) = lim
l→∞

R1,l (a, t) for t ≥ 0,

R2,l(a, b) = lim
l→∞

R2, (a, t) for t ≥ 0, ϕl(a) = lim
l→∞

ϕl (a, t) for t ≥ 0

exists.

4. Steady State Equations to control the queueing system

Based on supplementary variable techniques, we obtained the following system
of equations that govern the existing dynamics of the system and controls its
behavior under various steady state conditions and stability conditions as:

λP0 = (l − x)

[
u−

∫ ∞

0

M1,0 (a)µ1 (a) da+

∫ ∞

0

M2,0 (a)µ2 (a) da

]
+

∫ ∞

0

Φ0(a) ∈ (a)da (4.1)

dPl(a)

da
+ (λ+ x(a))P, (a) = 0, l ≥ 1 (4.2)

dM1,0(a)

da
+ [λ+ β1 + µ1(a)]M1,0(a) =

∫ ∞

0

γ1(b)S1,0(a, b)db (4.3)

dM1,l(a)

da
+ [λ+ β1 + µ1 (a)]M1,l (a) = λ

n∑
θ=1

DθM1,l−θ (a)

+

∫ ∞

0

γ (b)S1,l (a, b) db, l ≥ 1 (4.4)

dG1,0(a, b)

db
+ (λ+ ζ1(b))G1,0(a, b) = 0 (4.5)

dG1,l(a, b)

db
+ (λ+ ζ1(b))G1,l(a, b) = λ

n∑
θ=1

DθG1,l−θ(a, b), l ≥ 1 (4.6)

dG2,0(a, b)

db
+ (λ+ ζ2(b))G2,0(a, b) = 0, l = 0 (4.7)

dG2,l(a, b)

db
+ (λ+ ζ2 (b))G2,l(a, b) = λ

n∑
θ=1

DθG2,l−θ(a, b), l ≥ 1 (4.8)

dR1,0(a, b)

db
+ (λ+ ξ1(b))R1,0(a, b) = 0, l = 0 (4.9)

dR1,1(a, b)

db
+ (λ+ ξ1(b))Rt,1(a, b) = λ

n∑
θ=1

DθR1,l−θ(a, b), l ≥ 1 (4.10)
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dR2,0(a, b)

db
+ (λ+ ξ2(b))R2,0(a, b) = 0 (4.11)

dR2,1(a, b)

db
+ (λ+ ξ2(b))R2,1(a, b) = λ

n∑
θ=1

DθR2,l−θ(a, b), 1 ≥ 1 (4.12)

dΦ0(a)

da
+ (λ+ u(a))Φ0(a) = 0, l = 0 (4.13)

dΦ0(a)

da
+ (λ+ ε(a))Φ0(a) = 0, l = 0 (4.14)

dΦ1(a)

da
+ (λ+ ε(a))Φ1(a) = λ

n∑
θ=1

DθΦl−θ(a), l ≥ 1 (4.15)

The steady state boundary conditions are

P (0, c) =

∫ ∞

0

Φ(a, c)E(a)da+ (1− x)

[
ū

∫ ∞

0

M1(a, c)µ1(a)da

+ (1− x)

∫ ∞

0

M2(a, c)µ2(a)da− λP0

]
, l ≥ 1

(4.16)

M1,1(0) =

∫ ∞

0

P1+1(a)x(a)da+ λ

n∑
θ=1

Dθ

∫ ∞

0

P1−(θ−1)(a)da+ λD1+1P0, l ≥ 1

(4.17)

M2,1(0) = u

∫ ∞

0

M1,1(a)µ1(a)da, l ≥ 0 (4.18)

G1,1(a, 0) = β1M1,1(a), l ≥ 0 (4.19)

G2,1(a, 0) = β2M2,1(a), l ≥ 0 (4.20)

R1(a, 0, c) =

∫ ∞

0

M1(a, b, c)ε1(b)db, l ≥ 0 (4.21)

R2(a, 0, c) =

∫ ∞

0

M2(a, b, c)ε2(b)db, l ≥ 0 (4.22)

ϕ1(0) = u

∫ ∞

0

M1,0(a)µ1(a)da+

∫ ∞

0

M2,0(a)µ2(a)da, l = 0 (4.23)

ϕn(0, c) = xu

∫ ∞

0

M1,1(a, c)µ1(a)da+ x

∫ ∞

0

M2,1(a, c)µ2(a)da, l ≥ 1 (4.24)
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RETRIAL QUEUE AND EXTENDED ORBIT SERVICES 7

The normalizing condition is

P0 +

∞∑
=1

∫ ∞

0

P , (a) da+

∞∑
=0



∫ ∞

0

M1,l (a) da+

∫ ∞

0

M2,l (a) da

+

∫ ∞

0

ϕl (a) da+

∫ ∞

0

∫ ∞

0

G1,l (a, b) dadb

+

∫ ∞

0

∫ ∞

0

G2,l (a, b) dadb

+

∫ ∞

0

∫ ∞

0

R1,l (a, b) dadb

+

∫ ∞

0

∫ ∞

0

R2,l (a, b) dadb


= 1

(4.25)

P (a, c) = De−
∫
(1+x(a))da (4.26)

P (a, c) = P (a, c) e−λa (1−X (a)) (4.27)

The above values calculated, and Table 1 shows the computational probability
values of λ, ρ and averages of M , G, R and ϕ.

λ ρ Mean M Mean G Mean R Mean ϕ P0

4 1.6 0.00952148 0.519043 0.156776 0.65677 0.115678
4.5 1.8 0.00569019 0.51138 0.144483 0.64443 0.114448
5 2 0.0036 0.5072 0.134293 0.634293 0.113429
5.5 2.2 0.00238434 0.504769 0.125596 0.625596 0.11256
6 2.4 0.00163966 0.503279 0.118033 0.618033 0.111803
6.5 2.6 0.0011635 0.502327 0.11137 0.61137 0.111137
7 2.8 0.000847861 0.501696 0.105442 0.605442 0.110544
7.5 3 0.000632099 0.501264 0.100126 0.600126 0.110013
8 3.2 0.000480652 0.500961 0.0953296 0.59533 0.109533
8.5 3.4 0.000371868 0.500744 0.0909767 0.591 0.109098
9 3.6 0.00029213 0.500584 0.0870073 0.587 0.108701
Table 1. Computational probability values of λ, ρ and averages
of M,G,R and ϕ

5. Conclusion

This paper discussed about retrial queue and batch arrival (customers) system
with various variable sizes which dealt with breakdown and repair. In addition,
service time, vacation time, delay time, repair time and breakdown time have
calculated through general distribution. The probability generating functions of
number of customers in the orbit for different states revealed optimal probability
and consistent steady state conditions. Further, we focused that the clients
themselves creates an orbit and gets the service before they depart or the same
client may again demand to take the same service as re-service or still to be in a
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8 V. RAJAM AND S. UMA

part of some other queue to get the related service. At the end of epoch of every
service, if the server didn’t find its clients in the queue, the server will look ahead
to the subsequent patron to reach with probability 1 − a and chooses vacation
with opportunity a. Consistent steady state conditions was identified and
verified through supplementary variable method and compared with the existing
methods.
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