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Abstract. In this paper, we propose an approximation for a seawater intru-
sion problem in a confined aquifer, this model consists in a coupled system of

an elliptic and a de-generate parabolic equations. The anisotropic diffusion

operators in both equations require special care while discretizing by a finite
volume method DDFV (Discrete Duality Finite Volume). We first establish

some a priori estimates satisfied by the sequences of approximate solutions.

Then, it yields the compactness of these sequences. Passing to the limit in
the numerical scheme, we finally obtain that the limit of the sequence of

approximate solutions is a weak solution to the problem under study. The

theoretical results are confirmed by some numerical experiments.

1. Introduction

Saltwater intrusion is the phenomenon where the movement of saltwater intrude
into freshwater aquifers, it can lead to contamination of drinking water sources and
other consequences. The hydraulic connection between groundwater and seawater
leads naturally to the saltwater intrusion to some degree in most coastal aquifers.
Because saline water has a higher mineral content than freshwater, it is denser
and has a higher water pressure. As a result, saltwater can push inland beneath
the freshwater. Certain human activities increased saltwater intrusion in many
coastal areas, especially groundwater pumping from coastal freshwater wells. Wa-
ter extraction drops the level of fresh groundwater, reducing its water pressure
and allowing saltwater to flow further inland. Since freshwater and saltwater are
miscible fluids, we have a transition zone separating them caused by hydrody-
namic dispersion, in the literature, there exists several modelling approaches see
[8, 9, 34, 32, 33, 5, 4, 3]. for more details about sea intrusion problem see [6, 7].
In this work we consider the approximation of the modeling of a degenerate sea-
water intrusion problem where the fluids are immiscible and the domains oc-
cupied by the fluids are separated by an interface called sharep interface (see
[8, 9, 7, 6, 11, 12]). This approximation has been widely studied by Ahmed Ait
Hammou Oulhaj in [13, 14] using the finite volume method 4. The problem has
been treated by Mohamed El Alaoui Talibi and al. in [11] using the sensitive
adjoint method. However, M. El Alaoui Talibi and M. H. Tber demonstrates the
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existence of solutions for degenerate sea water problem in [12]. Seawater intrusion
problem has been studied by J. Bear and others in [7], M. Jazar and R. Monneau
in [15], Ahmad Al Bitar in [10] and D. Ouazar and al. in [16]. In [1] the authors
propose a comparison between the results of the methods a finite element method
and a finite volume method.

In this paper, the discretization of the diffusion terms is based upon a discrete
duality finite volume [18], which allows the tensor K to be anisotropic highly vari-
able in space, and many be applied to almost general meshes.
The objective of this works is to prove the convergence of the family of discrete
solution to the solution continuous problem, and of associate gradient to the gra-
dient of solution, as the mesh tend to 0.
A huge literature exists in the engineering setting of discretization of the diffu-
sion term, let us cite for instance the Discrete Duality Finite Volume schemes by
Domelevo and Omnes [17, 18], the Scheme Using Stabilization and Hybrid Inter-
faces by Eymard, Gallouet and Herbin [19, 20], the Multi Points Flux Approxi-
mation schemes by Aavatsmark, Barkve, Boe and Mannseth [21, 22], the Mixed
Finite Volume schemes by Droniou and Eymard [23, 24]. These methods and other
methods (discontinuous Galerkin methods, finite element methods, mimetic finite
difference methods ...) have been compared on a benchmark organized by Herbin
and Hubert [25].

We denote by h the depth of the interface and f the freshwater hydraulic head.
We consider the confined aquifer bounded by two horizontal and impermeable
layers.

Figure 1. Saltwater intrusion phenomena.

The upper surface corresponds to z = 0 and the lower to z = −H2, H2 is the
thickness of the aquifer assumed to be such that H2 > δ > 0. Then (h, f) satisfy
the following system:
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{
∂h
∂t − div(K(x)Ts(h)∇h) + div(K(x)Ts(h)∇f) = −Is in Ω× [0, T ],

−div(K(x)H2∇f) + div(K(x)Ts(h)∇h) = If + Is in Ω× [0, T ].
(1.1)

Ts(h) = H2− h is the thickness of saltwater zone and K(.) ,the hydraulic conduc-
tivity, is uniformly positive definite matrix. With the initial condition

h(x, 0) = h0(x) on Ω. (1.2)

such that

h0 ∈ L2(Ω) satisfies δ ≤ h0(x) ≤ H2 for a.e. x ∈ Ω. (1.3)

and the boundary conditions{
h = hD in ∂Ω× [0, T ],

f = fD in ∂Ω× [0, T ],
(1.4)

with{
hD ∈ L2(0, T ;H1(Ω)) such that dhD

dt ∈ L
2(0, T ; (H1(Ω)′),

and δ ≤ hD(t, x) ≤ H2 for a.e (t, x) ∈ [0, T ]× L2(0, T ;H1(Ω)),
(1.5)

and

fD ∈ L2(0, T ;H1(Ω)). (1.6)

Where Ω is an open, bounded connected subset of IRd (d = 2 or d = 3). Which
supported tube polygonal (d = 2) or polyhedral (d = 3), and ∂Ω stands for its
boundary.
K is a hydraulic conductivity matrix-valued function satisfying

ΛA ≤ |ξ|−2K(x)ξ.ξ ≤ ΛB . (1.7)

Is and If are the supply functions represent the distributed supply surface of fresh
and salt water into the aquifer such that

(Is, If ) ∈ L2(0, T ;L2(Ω)). (1.8)

Now, we define the following weak formulation demonstrated in [26]

Theorem 1.1. Assume that (1.1)-(1.8). A weak solution to (1.1) is h ∈W (0, T ), f ∈
L2(0, T ;H1(Ω)) such that

∫ T

0

∫
Ω

h
∂v

∂t
+

∫ T

0

∫
Ω

Ts(h)K(x)∇h∇v −
∫ T

0

∫
Ω

Ts(h)K(x)∇f∇v = −
∫ T

0

∫
Ω

Isv∫ T

0

∫
Ω

H2∇f∇v −
∫ T

0

∫
Ω

Ts(h)K(x)∇h∇v =

∫ T

0

∫
Ω

(If + Is)v

v ∈ L2(0, T ;H1(Ω))

(1.9)

Later, we define the following Global existence demonstrated in [26]
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Theorem 1.2. Let h0 ∈ L2(Ω), hD, fD and Is, If verified (1.3),(1.5),(1.6) and
(1.8). Then for any T > 0, there exists a solution h ∈ W (0, T ) + hD, f ∈
L2(0, T,H1(Ω)) + fD of the following variational equations.

∫ T

0

∫
Ω

h
∂v

∂t
+

∫ T

0

∫
Ω

Ts(h)K(x)∇h∇v −
∫ T

0

∫
Ω

Ts(h)K(x)∇f∇v = −
∫ T

0

∫
Ω

Isv∫ T

0

∫
Ω

H2∇f∇v −
∫ T

0

∫
Ω

Ts(h)K(x)∇h∇v =

∫ T

0

∫
Ω

(If + Is)v

v ∈ L2(0, T,H1(Ω)).

(1.10)
With W (0, T ) = {ω ∈  L2(0, T ;H1

0 (Ω)), dωdt ∈ L
2(0, T ;H1

0 (Ω)′}

The organization of this paper is as follows : In Section 2 we detail the DDFV
formulation. In Section 3 we present a priori analyses of the method and the
convergence of the method is proved in section 4. Finally in Section 5 we present
a number of numerical results obtained on different two-dimensional meshes.

2. The Discrete Duality Finite Volume schemes

In order to define a DDFV scheme, as for instance in [17, 18], we need to
introduce three different meshes – the primal mesh, the dual mesh and the diamond
mesh – and some associated notations.

2.1. Definition of the meshes. T is the mesh adopted for the schema 2D-
DDFV, this mesh is composed the tow meshes primal M and dual M∗.

Let Ω be a polygonal open bounded connected subset of IRd with d ∈ IN∗,
and ∂Ω = Ω− Ω its boundary .

2.1.1. Primal Mesh. The primal mesh is defined as the triplet (M, E , P ) (see
figure (2)), where

• M is a finite family of nonempty open disjoint subset K of Ω (the control
volume optimal) such that Ω = ∪K∈MK, for all K ∈M ,with ∂K = K−K
be the boundary of K, let |K| > 0 is the measure of K and let dK the
diameter of K.
• E is the set of the edges σ of this mesh, mσ is the measure of σ, Eext is the

subset of edges of interior of Ω. For all K ∈M and σ ∈ K (subset of edges
of K) , we denote by nK,σ the unite vector normal to σ outward to K.
• P is the subset of points of Ω indexed by M, we denote P = {(xK)K∈M;xK ∈
K}, (xK is the barycentre of K ) we than denote by DK,σ the cone withe
vertex xK and basis K

2.1.2. Dual Mesh. The dual mesh is defined as the triplet (M∗, E∗, P ∗) (see figure
(2)), where

• M∗ is a finite family of nonempty open disjoint subset K∗ of Ω (the control
volume dual) such that Ω = ∪K∗∈M∗K∗, for all K∗ ∈ M∗ ,with ∂K∗ =
K∗ −K∗ be the boundary of K∗, let mK∗ = |K∗| > 0 is the measure of K∗
and let dK∗ the diameter of K∗.
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DDFV METHOD 5

• E∗ is the set of the edges σ∗ of this mesh, mσ∗ is the measure of σ∗, E∗int
is the subset of edges of interior of Ω. For all K∗ ∈ M∗ and σ∗ ∈ K∗
(subset of edges of K∗) , we denote by nK∗,σ∗ the unite vector normal to
σ∗ outward to K∗.
• P ∗ is the subset of points of Ω indexed by M∗, we denote {P ∗ = (xK∗)K∗∈M∗ ;xK∗ ∈
K∗}, (xK∗ is the barycentre of K∗ ) we than denote by DK∗,σ∗ the cone
withe vertex xK∗ and basis K∗

2.1.3. Diamond Mesh.

• DK = {Dσ,σ∗ ∈ D/σ ∈ EK}
• DK∗ = {Dσ,σ∗ ∈ D/σ∗ ∈ EK∗}
• mD measure of the diamond.
• For a diamond cell D recall that (xK, xK∗ , xL, xL∗) are the vertices of
Dσ,σ∗ .
• τ the unite vector parallel to σ, oriented from K∗ to L∗.
• τ∗ the unite vector parallel to σ∗, oriented from K to L.
• αD the angle between τ and τ∗.
• dD the diameter of Dσ,σ∗ .

Figure 2. In the middle primal mesh M, in the right the dual
mesh M∗ and in the left the mesh Diamond D.

Figure 3. interior Diamond and exterior.
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2.2. Discrete operators and duality formula. Let fT = ((fK)K∈M, (fK∗)K∗∈M∗)
and hT = ((hK)K∈M, (hK∗)K∗∈M∗) the discrete functions such that{

fT = 1
2 (fM + fM

∗
),

hT = 1
2 (hM + hM

∗
),

with {
fM =

∑
K∈M fKξK and fM

∗
=
∑
K∗∈M∗ fK∗ξK∗ ,

hM =
∑
K∈M hKξK and hM

∗
=
∑
K∗∈M∗ hK∗ξK∗ .

Definition 2.1. C0(Ω) is the set of continuous function which vanish on ∂Ω, we
define the interpolation

PT :C0(Ω)→ HT (2.1)

ϕ→ PT ϕ = (ϕ(xK)K∈M, ϕ(xK∗)K∗∈M∗). (2.2)

Definition 2.2. We define

• IRT is a linear space of scalar fields constant on the cells of M and M∗{
IRT = {uT = ((uK)K∈M, (uK∗)K∗∈M∗), with uK ∈ IR,
for all K ∈M and uK∗ ∈ IR; for all K∗ ∈M∗}.

(2.3)

• (IR2)D is a linear space of vector fields constant on the cells of D.

(IR2)D = {ξD = ((ξD)D∈D; with ξD ∈ IR2; for all D ∈ D}. (2.4)

Definition 2.3. for D ∈ D we have:

∇D :IRT → (IR2)D

uT →

{
∇DuT .τK∗,L∗ = uL∗−uK∗

mσ

∇DuT .τK,L = uL−uK
mσ∗

.

So for D ∈ D :

∇DuT =
1

sin(αD)

(
uL − uK
m∗σ

nσ,K +
uL∗ − uK∗

mσ
nσ∗,K∗

)
,

with mD = 1
2mσmσ∗sin(αD) we have:

∇DuT =
1

2mD
((uL − uK)mσnσ,K + (uL∗ − uK∗)mσ∗nσ∗,K∗) . (2.5)

Let ξ : Ω→ IR2 be a regular function, Using the Green formula we get∫
K
div(ξ(x))dx =

∑
σ∈∂K

∫
σ

ξ(s).nσ,Kds, for all KM, (2.6)

and ∫
K∗
div(ξ(x))dx =

∑
σ∈∂K∗

∫
σ

ξ(s).nσ,K∗ds, for all K∗M∗, (2.7)

Than the discrete divergence divT is defined by
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DDFV METHOD 7

Definition 2.4. The discrete divergence operator divT is a mapping from (IR2)D

to IRT defined for all ξ ∈ (IR2)D by

divT ξD =
(
divMξD, div

∂MξD, div
M∗ξD, div

∂M∗ξD

)
,

with divMξD = (divKξD)K∈M, div∂MξD = 0, divM
∗
ξD = (divK∗ξD)K∗∈M∗ , div

∂M∗ξD =
(divK∗ξD)K∗∈∂M∗ such that

divKξD =
1

mK

∑
D∈DK,D=Dσ,σ∗

mσξD.nσ,K, for all K ∈M

divK∗ξD =
1

mK∗

∑
D∈DK∗ ,D=Dσ,σ∗

mσ∗ξD.nσ∗,K∗ , for all K∗ ∈M∗

divK∗ξD =
1

mK∗
(

∑
D∈DK∗ ,D=Dσ,σ∗

mσ∗ξD.nσ∗,K∗+

∑
D∈DK∗∩Dext,D=Dσ,σ∗

mσ

2
ξD.nσ,K), for all K∗ ∈ ∂M∗

In order to show the duality property between the discrete gradient and the
discrete divergence we define the scalar products < ., . >T on IRT and < ., . >D

on (IR2)D by

< vT , uT >T =
1

2

(∑
KM

mKuKvK +
∑
K∗M∗

mK∗uK∗vK∗

)
, for all uT , vT ∈ IRT .

(2.8)

< ξD, ϕD >D=
∑
D∈D

mDξD.ϕD, for all ξD, ϕD ∈
(
IR2

)D
. (2.9)

The corresponding norms are denoted by ‖.‖2,T and ‖.‖2,D

‖.‖2,T =

(
1

2

∑
KM

mK|uK|2 +
1

2

∑
K∗M∗

mK∗ |uK∗ |2
)1/2

, for all uT ∈ IRT (2.10)

‖ξD‖2,D =

(∑
D∈D

mD|ξD|2
)1/2

, for all ξD ∈
(
IR2

)D
. (2.11)

‖uT ‖∞,T = max

(
max
K∈M

|uK|, max
K∗∈M∗

|uK∗ |
)
, for all uT ∈ IRT , (2.12)

‖ξD‖∞,D = max
D∈D

|ξD|, for all ξD ∈ (IR2)D. (2.13)

Theorem 2.5 (see [18]). For all (ξD, vT ) ∈ (IR2)D × IRT we have

< divT ξD, vT >T = − < ξD,∇DvT >D . (2.14)
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2.3. The numerical schemes. Let (T ,D) be a DDFV mesh of Ω, and δt > 0
be a time step we set NT = T

δt , and we define tn = nδt, for n = {0, ...., NT }.
First we discrete all the data of the problem, so let PK (respectively PK∗

the L2 projection over a interior primal cell ( resp. a dual cell), and hT0 =
((PKh0)K∈M, 0, (PK∗h0)K∗∈M∗) in a similarly way for all n ≥ 1 we define (Ins , I

n
f ) ∈

(IRT )2 :
Ins,T = 1

δt

∫ tn
tn−1

(
(PKIs(., t))K∈M, 0, (PK∗Is(., t))K∗∈M∗

)
dt,

Inf,T = 1
δt

∫ tn
tn−1

(
(PKIf (., t))K∈M, 0, (PK∗If (., t))K∗∈M∗

)
dt.

(2.15)

The numerical solution will be given by (hn+1
T , fnT ) ∈ IRT × IRT at each time

step we have

divT (H2KD∇DfnT )− divT (Ts(h
n)KD∇DhnT ) = Ins,T + Inf,T (2.16)

hn+1
T − hnT
dt

+ divT (Ts(h
n)KD∇Dhn+1

T )− divT (Ts(h
n)KD∇DfnT ) = −Ins,T .

(2.17)

With

KD =
1

mD

∫
D
K(x)dx (2.18)

2.4. The propriety of the scheme. We denoted αT ∈]0, π2 [ such that

sin(αT ) := minD∈D|sin(αD)|,

for the mesh direct and

sin(αT ) := minD∈D(|sin(αK)|, |sin(αL)|),

for the barycentre dual mesh so we have

NT = supx∈ΩCard
(
D such that x ∈ D̂ ∪ K,D ∈ DK,K ∈M

)
+

supx∈ΩCard
(
D such that x ∈ D̂ ∪ K∗,D ∈ DK∗ ,K∗ ∈M∗ ∪ ∂M∗

)
.

with Î is the envelope convex of the set I.
Hens, the regularity of the mesh is given by

reg(T ) = max(
1

sin(αT )
,N ,N ∗,NT ,max

D∈D
max
L∈QD

dD
min
σ∈∂L

mσ
,max
K∈M

(
dK√
mK

)
,

max
K∗∈M∗

(
dK∗√
mK∗

)
,max
K∈M

max
D∈DK

(
dK
dD

)
, max
K∗∈M∗

max
D∈DK∗

(
dK∗

.
dD

)
).

With N is the number maximum of control volume K ∈ M and N ∗ is the
number maximum of control volume K∗ ∈M∗ and there exists C > 0, dependant
uniqueness on reg(T ) such that

dD√
mD
≤ C, for all D ∈ D and dD ≤ Cmin(mσ,mσ∗). (2.19)
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Remark 2.6. Let

diam(K̂) ≤ 2dK, for all K ∈M and diam(K̂∗) ≤ 2dK∗ , for all K∗ ∈M∗ ∪ ∂M∗.
That’s implies

diam(D̂) ≤ 2dD, for all D ∈ D.

Now, we cite the Poincaré inequality, this inequality is recalled in lemma 2.7
we refer to [27] or [28] for its proof.

Lemma 2.7 (Poincaré inequality). Let Ω be an open bounded connected polygonal
domain of IR2 and T a DDFV mesh of Ω. There exists C > 0 depending only on

Ω and on ψ, such that for all uT ∈ IRT with
∑
K∈M

mKuK =
∑
K∗∈M∗

mK∗uK∗ = 0,

we have

‖uT ‖2,T ≤
C

sin(αT )
‖∇uT ‖2,D. (2.20)

Lemma 2.8 (see [29]). For all (ξD, vT ) ∈ (IR2)D × IRT we have

< divT ξD, vT >T = −(ξD,∇DvT )D+ < γD(ξD).n, γT (vT ) >∂Ω . (2.21)

We recall some proprieties of DDFV scheme, the proof of this lemmas can be
found in [30].

Lemma 2.9. Let T be a family of mesh of Ω in the sense of definition (2.1), and
let uT ∈ IRT0 , such that

• There exists C1 > 0 with ‖∇T uT ‖L2(Ω) ≤ C1.

Than, there exists a subsequence, denoted by uT for simplicity, and a function
u ∈ H1

0 (Ω) such that uT converge to u in L2(Ω) and such that the gradient ∇T uT
weakly converge to ∇u in (L2(Ω))2 as h

T tend to 0.

Proposition 2.10 (See [29]). Let (Tm)m be a sequence of DDFV meshes satisfying
size(Tm → 0wwhen m → ∞ and (RT). Let (δtm)m≥1 be a sequence of time steps
such that T/δtm is an integer and δtm → O when m→∞. We consider a sequence
of functions (vm)m with vm = vhm,δtm ∈ HTm,δtm when m→∞ such that

• vm → v weakly in L2((0, T )×Ω) ( respectivly weakly−∗ in L∞(0, T ;L2(Ω)));
• ∇hmvm → ξ weakly in (L2((0, T )×Ω))2 ( respectivly weakly−∗ in L∞(0, T ;L2(Ω)));

then, we have

∇v = ξ and v ∈ L2(0, T ;H1(Ω)) (respectively L∞(0, T ;H1(Ω))).

Lemma 2.11 (See [18]). Let T be a mesh of Ω in the sense of definition (2.1).
Then, for any function φ ∈ C∞c (Ω) the discret gradient ∇T PT φ strongly converge
in L2(Ω))2 to ∇φ as h

T tend to 0.

3. A priori estimate

Lemma 3.1. Let Ω be an open bounded connected polygonal domain of IR2 and
let D be a DDFV mesh of Ω in the sense of the definition (2.1). Assume (1.2)-
(1.8) hold and that the scheme (2.16) and (2.17) has a solution (fn, hn+1)1≤n≤NT .
Then, there exists C1 > 0 depending only on Ω, αD, h0, γB and αA, and C2 > 0
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depending only on Ω, αD, h0, γB and αA such that we have for all n ∈ [0, ..., N−1]
with 1 ≤ N ≤ NT . 

‖∇fn‖2,D ≤ C1,

||hND ||2,T +

N−1∑
n=0

αA‖∇hn+1‖22,D ≤ C2.
(3.1)

Proof. Step 1: multiplying (2.16) by fn we get

< divT (Ts(h
n)KD∇Dhn), fn >D − < divT (H2KD∇Dfn), fn >D=< Is+If , f

n >T .

Then

− < Ts(h
n
DKD∇Dhn,∇Dfn >D + < H2KD∇Dfn,∇Dfn >D=< Is + If , f

n >T .

That’s give

< H2KD(x)∇Dfn,∇Dfn >D=< Is+If , f
n >T + < Ts(h

n
D)KD∇Dhn,∇Dfn >D .

Then, using hypothesis (1.7) , (1.8) and Cauchy-Schwarz inequality, we have

ΛAH2‖∇fn‖22,D ≤ ‖Ins + Inf ‖2,T ‖fn‖2,T + ΛB‖
√
Ts(hn)∇hn‖2,D‖∇fn‖2,D.

Applying now the discrete Poincaré inequality (2.20), we get

ΛAH2‖∇fn‖2,D ≤ ‖Ins + Inf ‖2,T + ΛB‖
√
Ts(hn)∇hn‖2,D.

As

max
1≤n≤NT

‖Ins + Inf ‖2,T ≤ ‖Is + Inf ‖L∞
(0,T ;L2(Ω))

.

Then

‖∇fn‖2,D ≤
C

ΛAH2sin(αT )
‖Is+Inf ‖L∞

(0,T ;L2(Ω))
+

ΛB
ΛAH2

‖
√
Ts(hn)∇hn‖2,D. (3.2)

and

‖∇fn‖2,D ≤
C

ΛAH2sin(αT )
‖Is+Inf ‖L∞

(0,T ;L2(Ω))
+

ΛB
ΛAH2

‖
√
Ts(hn)‖L∞(Ω)‖∇hn‖2,D.

(3.3)
Step 2: multiplying (2.17) by hn+1 we get

mK(hn+1
K − hnK)hn+1

K − δt < div(Ts(h
n)KD∇hn+1), hn+1

K >D +

δt < div(Ts(h
n)KD∇fn), hn+1

K >D= −δt < Is, h
n+1
K >T .

Let us analyze successively the different terms in this equality. The relation

(a− b)a ≥ 1

2
(a2 − b2), (3.4)

ensures

mK(hn+1
K − hnK)hn+1

K ≥ mK
1

2
((hn+1
K )2 − (hnK)2). (3.5)

Summing over n = 0, ......, N − 1 with 1 ≤ N ≤ NT the formula (3.5), we get

N−1∑
n=0

mK(hn+1
K − hnK)hn+1

K ≥ mK((hNK )2 − (h0
K)2).
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Then ∑
K∈M

N−1∑
n=0

mK(hn+1
K − hnK)hn+1

K ≥ 1

2

∑
K∈M

mK((hNK )2 − (h0
K)2).

But the hypothesi (1.3) en h0 ensure∑
K∈M

N−1∑
n=0

mK(hn+1
K − hnK)hn+1

K ≥ ||hNT ||2,T − δ. (3.6)

Thanks to the hypothesis (1.7) and (3.6) lead to
−δt

N−1∑
n=0

< div(Ts(h
n)KD∇hn+1), hn+1

T >D= δt

N−1∑
n=0

< Ts(h
n)KD∇hn+1,∇hn+1

T >D

≥ ΛA

N−1∑
n=0

‖Ts(hn)‖L∞‖∇hn+1
T ‖22,D.

(3.7)
δt

N−1∑
n=0

< div(Ts(h
n
T )KD∇fnT ), hnT >D= −δt

N−1∑
n=0

< Ts(h
n
T )KD∇fnT ,∇hnT >D

≥ −ΛBδt

N−1∑
n=0

‖Ts(hnT )‖L∞‖∇fnT ‖2,D‖∇hnT ‖2,D

(3.8)
and

N−1∑
n=0

δt
∑
D∈D

Ins,T f
n
T ≤

N−1∑
n=0

δt‖Ins,T ‖2,T ‖fnT ‖2,T (3.9)

Finally we have

||hNT ||2,T − δ + ΛA

N−1∑
n=0

‖Ts(hn)‖L∞‖∇hn+1
T ‖22,D

−ΛBδt

N−1∑
n=0

‖Ts(hnT )‖L∞‖∇fnT ‖2,D‖∇hnT ‖2,D

≤
N−1∑
n=0

δt‖Ins,T ‖2,T ‖fnT ‖2,T

(3.10)


−δt < div(Ts(h

n)KD∇hn+1
T ), hn+1

T >D +δt < div(H2KD∇fn), hn+1
T >D≥

||hNT ||2,T −
N−1∑
n=0

ΛA‖∇hn+1
T ‖2,D‖∇fn‖2,D +

N−1∑
n=0

αA‖∇hn+1
T ‖22,D − δ.

(3.11)
Using (3.11) and (3.6) , we have

||hNT ||2,T −
N−1∑
n=0

ΛA‖∇hn+1
T ‖2,D‖∇fn‖2,D+

N−1∑
n=0

αA‖∇hn+1
T ‖22,D ≤

N−1∑
n=0

‖Is‖2,T ‖hn+1
T ‖2,T +δ.
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As

N−1∑
n=0

‖Is‖2,T ‖hn+1
T ‖2,T ≤ T‖Is‖L∞(0,T ;L2(Ω)) sup

n∈[0,...,N−1]

‖hn+1
T ‖2,T

≤ T‖Is‖2L∞(0,T ;L2(Ω)) + sup
n∈[0,...,N−1]

‖hn+1
T ‖22,T .

Then

||hN
T ||2,T+

N−1∑
n=0

‖∇hn+1
T ‖2,D(αA‖∇hn+1

T ‖2,D−ΛA‖∇fn‖2,D) ≤ T‖Is‖2L∞(0,T ;L2(Ω))+ sup
n∈[0,...,N−1]

‖hn+1
T ‖22,T+δ.

Using (3.4) we have

||hN
T ||2,T+

N−1∑
n=0

αA

2
‖∇hn+1

T ‖22,D−
N−1∑
n=0

Λ2
A

2αA
‖∇fn‖22,D ≤ T‖Is‖2L∞(0,T ;L2(Ω))+ sup

n∈[0,...,N−1]

‖hn+1
T ‖22,T+δ,

Finally we have

||hN
T ||2,T+

N−1∑
n=0

αA

2
‖∇hn+1

T ‖22,D ≤
N−1∑
n=0

Λ2
A

2αA
‖∇fn‖22,D+T‖Is‖2L∞(0,T ;L2(Ω))+ sup

n∈[0,...,N−1]

‖hn+1‖22,T+δ,

(3.12)
The estimates (3.1) are is a consequence of (3.12) and (3.6), Than there exists an C1

and C2 such that

‖∇fn‖2,D ≤ C1.

||hN
T ||2,T +

N−1∑
n=0

αA‖∇hn+1
T ‖22,D ≤ C2.

�

4. Convergence analysis

Lemma 4.1 (see [29]). Let T be a mesh of Ω in the sense of Definition 2.1. Then,
for any (uT , vT ) ∈ HT0 ×HT0 , we have∫ T

0

∫
Ω

−div(Λ(x)∇u(x))v(x)dx =

N−1∑
n=0

∑
D∈D

mDΛD(∇Dun,∇Dvn), (4.1)

where ΛD =
∫
D Λ(x)dx.

Remark 4.2. The DDFV approximation to the first equation of the problem (1.1)
is given as the solution of the following equation f ∈ HT0 ,∫ T

0

∫
Ω

H2K(x)∇T f∇T vdx =

∫ T

0

∫
Ω

gv, for all v ∈ HT0 .
(4.2)

With g = IS + If − div(A(x)h).
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Convergence analysis of the freshwater hydraulic head.

Theorem 4.3. Let Ω be an open bounded connected polygonal domain of IR2 and
T > 0. Assume hypothesis ( (1.2)-(1.8)) hold, let (Tm) be a sequence of DDFV
meshes such that size(Tm)→ 0 wile the regularity verified θm = reg(Tm)

∃θ > 0 such that θm ≤ θ. (4.3)

Let (δtm)m≤1 be a sequence of time steps such that T/δtm is an integre and δtm →
0 if m→∞.

Then, there exists f ∈ F such that the sequences (fm) defined by the scheme
(2.16)-(2.17) have the following convergence result when m→∞

• fm → f strongly in L2(0, T ;L2(Ω)).
• ∇mfm → ∇f strongly in (L2(0, T ;L2(Ω)))2.

Proof. Step 1:Let Tm be a sequence of meshes such that lTm = size(Tm) tends to
0 as n→∞, and (δm)m be a sequence of time steps such that T/δm is an integer
and δm → 0 when m→∞. Let h fixed in L2(0, T ;L2(Ω)). Thanks to Lemma 2.9
and Lemma 3.1 there exists a subsequence (again denoted fTm and fTm ∈ H1

0 (Ω))
such that {

fTm → f, strongly in L2(0, T ;L2(Ω))

∇TmfTm → ∇f, weakly in L2(0, T ;L2(Ω))2.
(4.4)

Let ϕ ∈ C∞c (Ω) be given (for approximate f ∈ H1
0 (Ω)), v = Pϕ in the second

equation of (1.10) we get{∫ T
0

∫
Ω
H2K(x)∇TmfTm∇TmPTmϕ =

∫ T
0

∫
Ω

(Is + If )PTmϕdx+∫ T
0

∫
Ω
Ts(h)K(x)∇h∇TmPTmϕ.

(4.5)

Since

∇TmfTm → ∇f weakly in L2(0, T ;L2(Ω))2.

and the consistency propert of the discrete gradient we have

∇TmPTmϕ→ ∇ϕ.
This implies that

lim
lTm→0

∫ T

0

∫
Ω

H2K(x)∇TmfTm∇TmPTmϕ =

∫ T

0

∫
Ω

∇fH2K(x)∇ϕdx, (4.6)

and we have lim
lTm→0

∫ T

0

∫
Ω

Ts(h)K(x)∇h∇TmPTmϕ+ lim
lTm→0

∫ T

0

∫
Ω

(Is + If )∇TmPTmϕ =∫ T
0

∫
Ω
Ts(h)K(x)∇h∇ϕ+

∫ T
0

∫
Ω

(Is + If )∇ϕ.

Which concludes the proof that∫ T

0

∫
Ω

∇fH2K(x)∇ϕ =

∫ T

0

∫
Ω

∇hTs(h)K(x)∇ϕ+

∫ T

0

∫
Ω

(Is + If )∇ϕ.

Than, f is the unique solution of (1.1), and we get that the whole family fTm

converge to f as lm → 0.
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Step 2: Let us first prove that Jn =
∫ T

0

∫
Ω

(∇TmfTm(x)−∇f(x))2dx tend to 0 as
lTm → 0. For that, using Cauchy-Schwartz inequality, we have∫ T

0

∫
Ω

(∇TmfTm(x)−∇f(x))2dx ≤ 3(JTm1 + JTm2 + JTm3 ),

with

JTm1 =

∫ T

0

∫
Ω

(∇TmfTm(x)−∇TmPTmϕ(x))2dx,

JTm2 =

∫ T

0

∫
Ω

(∇TmPTmϕ(x)−∇ϕ(x))2dx,

JTm3 =

∫ T

0

∫
Ω

(∇ϕ(x)−∇f(x))2dx.

Using the consistency property of discrete gradient recall in [30] we have

lim
lTm→0

JTm2 = 0.

Let us take aT (fTm , fTm) =
∫ T

0

∫
Ω
∇TmfTmH2K(x)∇TmfTm , aT is coercive so we

have{
JTm1 ≤ CaT (fTm − PTmϕ, fTm − PTmϕ)

≤ C [aT (fTm , fTm)− 2aT (fTm ,PTmϕ) + aT (PTmϕ,PTmϕ)] ,
(4.7)

as fTm is the solution of (4.2), we deduce that

aT (fTm , fTm) =

∫ T

0

∫
Ω

((Is + If )fTm + Ts(h)K(x)∇h∇fTm) dx, (4.8)

aT (fTm ,PTmϕ) =

∫ T

0

∫
Ω

((Is + If )PTmϕ+ Ts(h)K(x)∇h∇PTmϕ) dx, (4.9)

It results that

lim
lTm→0

aT (fTm , fTm) =

∫ T

0

∫
Ω

(
(Is + If )f + Ts(h)K(x)∇h∇f

)
dx, (4.10)

lim
lTm→0

aT (fTm ,PTmϕ) =

∫ T

0

∫
Ω

((Is + If )Pϕ+ Ts(h)K(x)∇h∇Pϕ) dx, (4.11)

in (4.2) take v = PTmϕ as test function, we obtian∫ T

0

∫
Ω

∇TmfTmH2K(x)∇TmPTmϕdx =

∫ T

0

∫
Ω

(
(Is + If )PTmϕ+∇hTs(h)K(x)∇TmPTmϕ

)
dx.

(4.12)
The gradient ∇TmfTm converge weakly to ∇f and thanks to consistency property
of the discrete gradient we have ∇TmPTmϕ converges to ∇ϕ, we deduce

lim
lTm→0

aT (PTmϕ,PTmϕ) =

∫ T

0

∫
Ω

∇ϕH2K(x)∇ϕdx, (4.13)

lim
lTm→0

aT (fTm ,PTmϕ) =

∫ T

0

∫
Ω

∇fH2K(x)∇ϕdx, (4.14)
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using the formula (4.14) and (4.10) we have 2 lim
lTm→0

aTm(fTm ,PTmϕ) =∫ T
0

∫
Ω

((Is + If )ϕ(x) +∇hTs(h)K(x)∇ϕ(x))dx+
∫ T

0

∫
Ω
∇f(x)H2K(x)∇ϕ(x)dx.

(4.15)
Summing the limits (4.10),(4.13) and (4.15) in (4.7) we obtain that lim

lTm→0
JTm1 ≤

∫ T

0

∫
Ω

((Is + If )(f(x)− ϕ(x)) +∇hTs(h)K(x)∇(f(x)− ϕ(x)))dx+

C
∫ T

0

∫
Ω
∇(ϕ(x)− f(x))H2K(x)∇ϕ(x)dx,

(4.16)
then we have,

lim
lTm→0

JTm1 ≤ C1‖f − ϕ‖L2(0,T ;L2(Ω)) + C2‖∇ϕ−∇f‖L2(0,T ;L2(Ω))2 . (4.17)

Let ε > 0, we may choose ϕ such that ‖f − ϕ‖L2(0,T ;L2(Ω))2 ≤ ε and ‖∇ϕ −
∇f‖L2(0,T ;L2(Ω)) ≤ ε and we may then choose lTm small enough so that JTm1 ≤ ε.
This completes the proof that

lim
lTm→0

Jn = 0. (4.18)

�

Convergence analysis of the deft of the interface.

Theorem 4.4. Let Ω be an open bounded connected polygonal domain of IR2

and T > 0. Assume hypothesis (1.2)-(1.8) hold, let (Tm) be a sequence of DDFV
meshes such that lm = size(Tm)→ 0 wile the regularity verified θm = reg(Tm)

∃θ > 0 such that θm ≤ θ. (4.19)

Let (δtm)m≤1 be a sequence of time steps such that T/δtm is an integer and δtm →
0 if m→∞. The sequence (hm)m defined by the scheme (2.16)-(2.17) is relatively
compact in L1(0, T ;L1(Ω)). Let us note by h its limit up to a subsequence.
Then, h lies in L2(0, T ;H1(Ω)). Furthermore, up to a subsequence, we have, when
m→∞ the function h satisfy (1.10).

Proof. Let ϕ ∈ C∞([0, T ]× Ω).{ ∑N−1
n=0 δt∂h

n
Tm +

∑N−1
n=0 δtdiv

Tm(Ts(h
n
T )KDm∇Dmhn+1

Tm )−∑N−1
n=0 δtdiv

Tm(Ts(h
n
T )KDm∇DmfnTm) = −

∑N−1
n=0 δt(I

n
S,Tm).

multiplying by ϕ we obtain

T0 + T1 − T2 = −T3,
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with 

T0 =

N−1∑
n=0

δt < ∂hnTm , ϕ
n
Tm >Tm ,

T1 =

N−1∑
n=0

δt < divTm(Ts(h
n
T )KDm∇Dmhn+1

Tm ), ϕnTm >Tm ,

T2 =

N−1∑
n=0

δt < divTm(Ts(h
n
T )KDm∇DmfnTm), ϕnTm >Tm ,

T3 =

N−1∑
n=0

< Ins,Tm , ϕ
n
Tm >Tm .

We have

T0 :=

N−1∑
n=0

δt < ∂hnTm , ϕ
n
Tm >Tm

= −
N−1∑
n=0

δt < hnTm ,
ϕn+1
Tm − ϕ

n
Tm

δt
>Tm − < h0

Tm , ϕ
0
Tm >Tm ,

since ϕNT = 0. That’s give

T0 = −
∫ T

0

∫
Ω

hTm(s, x)
ϕ(s+ δt, x)− ϕ(s, x)

δt
dxds−

∫
Ω

h0(x)ϕTm(δt, x)dx.

The function ϕ is smooth and then we have the uniform convergence of ϕ(.+δt,.)−ϕ(.,.)
δt

and ϕm(δt, .) respectively to ∂tϕ and ϕ(0, .). Using Lemma 2.9 we have

T0 → −
∫ T

0

∫
Ω

h∂ϕ−
∫

Ω

h0ϕ(0, .). (4.20)

We define Ψm = ∇mϕm. Using lemma 2.8 we have

T1 :=

N−1∑
n=0

δt < divTm(Ts(h
n
T )KDm∇Dmhn+1

Tm ), ϕnTm >Tm

=

N−1∑
n=0

δt < Ts(h
n
T )KDm∇Dmhn+1

Tm ,∇DmϕnTm >Dm

we deduce

T1 =

∫ T

0

∫
Ω

∇DmhTm(tATm(hTm , .)Ψm).

Because ϕ is smooth, we have Ψm uniformed converge to ∇ϕ. Using lemma 2.9
we have

T1 →
∫ T

0

∫
Ω

∇h.(tA(h, .)∇ϕ) =

∫ T

0

∫
Ω

A(h, .)∇(h).∇ϕ. (4.21)
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Similarly we have

T2 :=

N−1∑
n=0

δt < divTm(Ts(h
n
T )KDm∇DmfnTm), ϕnTm >Tm

=

N−1∑
n=0

δt < Ts(h
n
T )KDm∇DmfnTm ,∇

DmϕnTm >Dm
,

we deduce

T2 =

∫ T

0

∫
Ω

∇DmfTm(tATm(hTm , .)Ψm).

ϕ is smooth, then we have Ψm uniformed converge to ∇ϕ. Using lemma 2.9 we
have

T2 →
∫ T

0

∫
Ω

∇f.(tA(h, .)∇ϕ) =

∫ T

0

∫
Ω

A(h, .)∇(f).∇ϕ. (4.22)

We have

T3 =

N−1∑
n=0

< InS,Tm , ϕ
n
Tm >Tm

=
1

2

∫ T

0

∫
Ω

IMS,m(s, x)ϕm,M(s, x)dxds+
1

2

∫ T

0

∫
Ω

IM
∗

S,m(s, x)ϕm,M∗(s, x)dxds,

ϕm,M and ϕm,M∗ uniformly convergent to ϕ and the weak convergence of IMS,m
and IM

∗

S,m to Is in L2((0, T )× Ω) imply that

T3 →
∫ T

0

∫
Ω

ISϕ.

Passing to the limit in each term, we have proved (1.10). �

5. Numerical convergence of the DDFV scheme

In this section, we illustrate the behavior of the DDFV scheme by applying it
to the system (1.1). In all the test cases, the spatial domain is Ω = (0, 1)× (0, 1)
and the time period is [0, 1].

In order to compute the numerical order of convergence of the scheme, we
introduce a sequence of triangular meshes. We present in Figure 4 the meshes
obtained for i = 1 and i = 3. Let us also mention that, even though many choices
are possible, we always assume in this paper that xK is the barycenter of K ∈M .

To test the numerical solution obtained using the DDFV method, we compare
the numerical results with the analytical solution proposed by Keulegan [31]. We
consider a confined aquifer of uniform thickness with a vertical interface at x = 0,
the salt water being in the part x < 0 and the fresh water in the part x > 0. At
t = 0, the grid is removed And the interface begins to move due to the difference
in density. The interface is then described by a linear profile pivoting around a
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18 MOHAMED MANDARI, MOHAMED RHOUDAF, AND OUAFA SOUALHI

Figure 4. Triangular meshes with a refinement level i = 1 on
the left and i = 3 on the right.

fixed axis (0;D/2). Keulegan gave an analytical solution for the movement of the
elevation of the interface:

h(x, t) = −D
2

(1 +
x

L(t)
).

The location of the interface intersection with the bottom of the aquifer is given
for h = −D by:

L(t) =

√
DαKt

φ
.

Where the parameter α = ps
pf
− 1 characterizes the density contrast. The initial

position of the interface was fixed at l = 50m, position corresponding to time t0.
In (Figures 5 and 6) we trace the exact linear solution and the numerical solution
obtained with the DDFV method at the three times t = 5 days, t = 10 days and
t = 15 days.
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Figure 5. test 2. Exact solution and numerical solution at t = 5
days (right) and t = 10 days(left).

Figure 6. test 2. Exact solution and numerical solution at t = 15.
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[19] R. Eymard, T. Gallouët, R. Herbin (2007) A new finite volume scheme for anisotropic

diffusion problems on general grids: convergence analysis, C. R. Math. Acad. Sci. Paris,

344:403-406
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