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1. Introduction and preliminaries

Let M and 2 be metric spaces, Y be Banach-space, let o,r be real numbers, ¢ <
b<o0,0<7r<oo let W RXC([-r,0],Y) x Mand U C RxY xY x Q be
nonempty open sets and let 7 : W — Rar and f : U — Y be continuous func-
tions, ¢ € C([-r,0],Y), (0,¢,u) € W and (0,¢,¢(c —7(0,¢,u)),w) € U. If
x€C(lo—rb[,Y) and ¢ € [0, ] then denote

i [-r,00 =Y, s—xz(t+s)

the so called segment function.
State-dependent functional differential equations with initial condition

)= f(txt),x(t -1t xe,0)),w), tE€lo,b], T, =p, (1.1)
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had been investigated for instance in [8], [9], [11], [12], [1], [13], [14], [18], where Y =
R™, ¢ € C([-r,0],R™) is Lipschitzian, 7 and f are continuous, Lipschitzian in their
second and third variables in some sense, or they are continuously differentiable in
their second and third variable, under the following further boundedness supposition:

T(t, Y, u) <7 if (t,¥,u) € Dom (7). (1.2)

This condition will be written usually in the shorter form 7 < r.

Under these conditions existence and uniqueness of the solutions, moreover Lip-
schitz-continuous and smooth parameter-dependence of the solutions was proved, re-
spectively. If ¢ € C ([—r,0],R™) is not Lipschitzian, or 7 (or f) is not Lipschitzian in
its second variable then the uniqueness cannot be proved (see [8]).

It is known that if supposition (1.2) holds then (1.1) is equivalent to a classical
equation of the type

! (t) = f (ta Itap)a Lo = P, (13)
where the parameter p € Mx Q (see for instance in [9] or Lemma 2.1 in Section
2). However, (1.1) is not a generalization of equation (1.3): it is easily seen that if
n > 2 then there does not exist an equation of the type (1.1), equivalent to (1.3).
In this paper we consider more general parametric functional differential equations
with state-dependent unbounded delay and with initial condition, formulated below,
which is a generalization also of (1.3):

Let Dom (f) = U C RxC ([-r,0],Y) x Y x Q be an open set. The following
initial value problem will be considered:

() = ft,x,x(t—71tx8,p0)),w), tE€J[o,b], (1.4)
z(t) = ¢(t—o)ifteloc—ro],

where 2’ (o) denotes the right-hand derivative of 2 at 0. Sometimes the solutions will
be considered on a compact interval [0 — r, b; in this case 2’ (b) denotes the left-hand
derivative of x at b. In the special case when 7 is the constant zero function we get the
classical functional differential equations, if furthermore » = 0 then we get ordinary
differential equations.

The boundedness condition (1.2) is a standard assumption in state-dependent
delay equations (in [9] it is not mentioned explicitly, but it is used all over the paper).
However, it has a technical character: it makes possible to use the equivalence between
(1.4) and (1.3). But in lot of problems (1.2) is not valid. For instance several paper
investigate equations of the type

a'(t)=a)x(t-lz@)]), (1.5)

where this supposition is too strong. Similarly, assumption (1.2) does not hold in the
case of the pantograph equation

2t = ftxt),z(at)), o<t
z(t) = ¢(t—o0), ac<t<o
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where 0 < o< 1,0 >0and ¢ € C([(a —1)0,0],Y) are fixed. In this paper property
(1.2) is sometimes omitted, sometimes it is replaced by property

U—TSt—T(t,’l/},’U,) Stv whenever (t7w7u) GDOm(T),

where o is fixed.

The following notations will be used: ® (o, @, u,w) denotes the set of the noncon-
tinuable solutions of the initial value problem (1.4) and ®[**! denotes the multivalued
function, having (o, ¢, 4, w) in its domain if and only if each element = of ® (o, ¢, u, w)
is defined on the interval [a, b], and ®1*¥ (o, ¢, i1, w) denotes the set of the restrictions
of these solutions to the interval [a,b]. The function ® will be named the resolvent
function of the corresponding equation.

In Section 2 we investigate the relation between the classical functional differential
equations of type (1.3) and equations of type (1.4). By the results of Section 2 the
initial value problem (1.4) is locally equivalent to the parametric version of the initial
value problem (1.3) under some not too strong assumptions, and using these facts we
can generalize the basic theorems. However, the proofs are not simple adaptations:
the statements usually give stronger results than the classical ones even in the case
of ordinary differential equations.

The weaker suppositions involve some difference between problems (1.1) and (1.4).
For instance, in the case of the classical functional differential equations, and also if
condition (1.2) holds, under our suppositions (and assuming that Y is finite dimen-
sional) every initial value problem has a solution ([7],Theorem 2.3). In our more
general problem (1.4) this statement is not valid (Lemma 2.1). So it is not evident
that the noncontinuable solutions reach to the boundary on the right or not. By
definition the solution x of the equation

2 (t) = f(t,x) (1.6)

reaches to the boundary of Dom (f) on the right if for each compact subset C' C
Dom (f) there exists an element tc € Dom (z) such that (t,2z;) € Dom (f)\C for
all t € I, t > tc. In Section 3 we investigate the question that in what sense and
under which assumptions the noncontinuable solutions of (1.4) reach to the boundary
on the right. It is known that every noncontinuable solution of equation (1.6) reaches
to the boundary of Dom (f) on the right, if f is continuous and its domain is open
([17], Theorem 10.). F. Hartung et. al. has given an example ([10] Example 3.4)
for neutral equation with state-dependent delay, having noncontinuable solution with
compact trajectory. Example 3.2 below shows that in our simpler case this situation
can also occur. In Proposition 3.2 and Theorem 3.4 sufficient conditions are given
under which a noncontinuable solution either reaches to the boundary on the right or
its trajectory is compact.

The functions f and 7 are supposed only to be continuous. Obviously, noncon-
tinuable solutions are not necessary unique. In Section 4 it is proved that ®[*? (C) =
U(o,¢,u,w)ec‘b[a"b] (0, ¢, u,w) is compact, whenever C' is compact.

The continuous dependence on the parameters can be only upper semicontinuous
dependence, because the noncontinuable solutions usually are not unique.
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The following classical theorem is valid for ordinary differential equations:

Theorem (Theorem 2.10.3 [5]) Let Y be finite dimensional, let A be a metric
space, let J be a compact interval in R, and let S =J xY x A. Let also f: S —Y
be bounded and continuous, and for each point v = (to,yo,A) € S let > (y) be the
subset of C (J,Y) consisting of all solutions of the equation y' (t) = f (t,y (t),\) on
J taking the value yo at to. Then for each point 7 = (fo,go,ﬂ) € S and each open
subset G of C(J,Y) containing > (7), there exist a neighborhood V of 7 in S such
that > (v) C G whenever vy € V.

Similar result is Theorem 2.10.4 of [5], where the domain of f is an arbitrary
open set, but the uniqueness of the solutions of the ordinary differential equation
is supposed. Theorem 2.2 in Chapter 2 of [7] gives a generalization of this second
theorem for functional differential equations under weaker conditions, because the
uniqueness of the noncontinuable solutions is supposed only for the fixed initial con-
dition (o9, ¢o). In Section 5 the common generalizations of these theorems are given
(Theorems 5.1, 5.2 and 5.3). One of the main results of this paper is that we prove the
upper-semicontinuous dependence of the solutions of (1.4) on the initial conditions
and on the parameters. In the special case of ordinary differential equations and also
in the case of the classical functional differential equation (1.3) stronger results are
obtained than the original ones in some further senses, for instance the domain of f
can be different from S = J x Y and f can be unbounded on its domain.

The questions like this belong to the basic theory, and quite few articles are
devoted to this topic. Analogous problems were investigated in the paper [6] for
semilinear functional differential inclusions with infinite delay and in [15] with respect
to attractors for parametric delay differential equations without uniqueness.

2. Equivalences of initial value problems.

In this section we use the following notations:

Let Y be Banach space, let M and 2 be metric spaces, let ¢ € R and let » > 0 be
fixed, let f: U C RxC([-7r,0],Y) XY xM —Yand7: W C RxC ([-r,0],Y)xQ —
Rar be continuous functions, defined on the open sets U and W, respectively.

Lemma 2.1 (I) Suppose that the initial value problem (1.4) has a solution, whenever
(o,¢0,1) € Dom (1) and (0,¢,¢(—7(0,0,1)),w) € Dom (f). Then the following
statements hold:

(i) T <.

(it) Let A stand for the function defined by the following formula:

A Dom (T) - Y5 (ta¢au) — 1/) (_T (tﬂ/%#)) ) (21)

and let f defined on the following way:

ftmw) = =ft0,AEd,p),w),
(t,,pu) € Dom(7),(t,9,A(t,9,n)) € Dom(f).
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The domain of f is open and f is continuous. The function x is a solution of (1.4)
if and only if it is a solution of the initial value problem

()= f(t, s, pw), iftefodb, xz@t)=¢(t—0),iftcloc—ro. (2.2)

(#i1) If x is a noncontinuable solution of (1.4) then x reaches to the boundary of
Dom (f(, ~,,u,w)) on the right.
(iv) Let G CR x C([—r,0],Y) x M x  be a compact set such that if (o, $, p,w) € G

then (0, 6,1) € Dom(r) and (5, 6, é(—7(t, 6, 1)), w) € Dom(f). Denote ®(a, ¢, 1, )
the set of the noncontinuable solutions x of (1.4), satisfying the initial condition

To = Q.
For every neighborhood V- C R x C ([-7,0],Y") of the compact set prryc(—r0,v) (G)
there exist a neighborhood E of G, and positive numbers o and K such that

((0,0,p,w) € E, z € ®(0,¢,p,w))
[U—T,O’—FOZ] - DOT)’L(I), {(tv'rt) | te [O',O'—FOL]} C ‘/7
and x is Lipschitzian on the interval [o,0 + ] with the constant K.

(II) Suppose furthermore that Y = R™. The initial value problem (1.4) has a solution,
whenever (o, ¢, u) € Dom (1) and (0, ¢, ¢ (—7 (0,6, 1)) ,w) € Dom (f), if and only if
T<r.

Proof. I. (i) If z is a solution of (1.4) then 2’ (o
is ¢ (—7 (o, ¢, 1)) is defined, consequently 7 (o, @,
(7i) The function

f g, (bv (b (_T (O', ¢, ,U)) ,W), that
<

r.

)=
1)

H:Dom (1) x Q2 —=RxC([-r,0],Y) x M xQ,
(t7waﬂuw) — (t,’@[],’@[}(—T (U,’Q[J,/L)) Jw)

is continuous, moreover Dom (f) = H~'(Dom(f)), therefore Dom (f) is open.

The statement follows immediately from the fact that by (i) the function A is well
defined, and it is continuous, as it is easily seen.

(#4¢) This statement follows immediately from (¢i) and Theorem 10 (i) of [17].

(iv) By (i) if z € @ (0, ¢, p,w) then x € (o, ¢, p1,w), where 1 (o, ¢, 1, w) denotes
the set of the solutions of the initial value problem (2.2). Moreover, f is continuous.
By Theorem 12 [17] our statement holds.

II. By (I) (i) we have to prove only that if 7 < r then the initial value problem
(1.4) has a solution, whenever (o,¢,u) € Dom (1) and (0,¢,¢ (-7 (0,¢,1)),w) €
Dom (f). By (I) (it) it is equivalent to the statement that the initial value problem

(2.2) has a solution, whenever (o, ¢, i, w) € Dom (f) By a classical theorem (see for
instance [7] Chapter 2.2) the statement holds. U

Considering equations of the type (1.4), the standard trick is to use the equivalence
of the initial value problems (1.4) and (2.2) (see for instant in [9], [11] and [12]). The
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difficulties follow from the fact that it is possible that f and 7 have some ”good”
property but f has not. For instance it may happen that f and 7 are Lipschitzian or
continuously differentiable but f is not. However, if f and 7 are continuous then f
is also continuous, so every statement, following from the continuity of the function
f on the right of (1.3), can be generalized for the problem (1.4). However, if the
assumption 7 < r does not hold then this trick cannot be used directly. In Lemma 2.2,
and in Corollary 2.1 below we give further relations between the classical functional
differential equation of the type (1.3) and the state-dependent problem (1.4), not
using the supposition 7 < r.

As the parameters y and w do not play any role in the further part of this section,
we omit them.

Lemma 2.2 Let r < 7 and let T stand for the function, defined by the following
formula:

o {(mﬁ) | ) eC([-7,0],Y), (t,z/;‘[,no]) € Dom (T)} =R,
(ME) — T(t@nfno])’

and let f stand for the function, defined on the following way:

P {(Bdw) 19 ec=01.Y), (L ro.y) € Dom(f)} -V,
(tﬂ/;ay) — f(t71/~)|[—r,o]7y)-

(i) T and f are continuous or Lipschitzian or (n times, continuously) differentiable
functions in some of their variables if T and f have these properties, respectively.

Dom(7) and Dom(f) are open.
(it) Let the function x be a solution of the initial value problem

)= f(ta,x(t—71(tx))), 1o = . (2.3)

If ¢ € C([-7,0],Y) and gi~)|[_r70] = ¢ then the function
5 () = (JB(t—O’), iftelo—71,0—7]
TW= z(t), ift >0 —r andt € Dom (z)

is a solution of the initial value problem

() =f 2,3 (-7 %)), o= ¢, (2.4)

where &y : [—7,0] = Y, s — & (t+ s).

(#91) If the function T is a solution of the initial value problem (2.4), then x =
T\ Dom(3)No—rocc] 15 @ solution of the initial value problem (2.3), where ¢ := gi~)|[_r70],
if and only if for each point t > o, t € Dom (z) the inequality 7 (t,z;) <t —o+r
holds.
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Proof. (i) These statements follow immediately from the fact that the function
U :C([-7,0],Y) = C([-n,0],Y), ¥ — Yy

is linear and continuous, and because 7 = 7 o (idg, ¥) and f = fo(idg, ¥, idy).

(74) By definition Z, = ¢. If the function x is a solution of the initial value problem
(2.3) then for every point ¢ € Dom (), t > o, the equation t — 7 (¢, &) = ¢t — 7 (¢, x)
holds, which implies immediately that

i’ (t)= a’ t)=fCa,z(t—7(ta))) = f(t T, T (t— 7 (t,74)))

whenever ¢ > o and ¢t € Dom ().

(#4¢) Suppose that Z is a solution of the initial value problem (2.4).
If t — 7(t,z;) < o —r then z is not defined at the point ¢t — 7 (¢,2;). Hence our
supposition is necessary.

If t > o and t € Dom (Z), moreover, if 0 —r <t —7 (t,2;), then Z (t — 7 (¢,%4)) =
x (t — 7 (t,2¢)), by the definition of z. The equalities

P = () = (7 ()
= (b @) (=7 (B @ g))) = f e = 7 ()

hold evidently. 0

Corollary 2.1 Let o be fived. Suppose that T (t,) <t — o + 1, whenever (t,) €
Dom (1) and o < t. Let b € |o,00[ and denote 7 := b — o + r, moreover, let ¢ €

¢ ([_7:7 O] aY) and ¢ = Q/;H—T,O]'

The function x is a solution of the initial value problem

()= f(tan,x(t—T1t1)), 1o =0 (2.5)

on the interval [o — r,b] if and only if the function

- - o (), ift€lo—r]
Tilo—nb =7, x(t)_{ d(t—o), iftelo—7Fo—r]

is a solution of the initial value problem

F () =h(t,5), 5= (2.6)

on the interval [c — 7, b], where

h (M@) = f (tﬂﬁn—r,o]ﬂﬁ (—T (t,zﬁuw,o}))) : (2.7)
whenever (t, 1/;) eERXxC([oc—70],Y), (t, 1/;‘[_T70]) € Dom (1) and
(fﬂ;\[fr,o]ﬂ; (—T (taqufr,O]))) € Dom (f).
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3. Solutions, reaching to the boundary

Let Y be a Banach space, let » > 0, let f : U C RxC([-r,0],Y) xY — Y and
7: W C RxC([-,0],Y) — R be continuous functions, defined on the open sets U
and W, respectively.

Definition 3.1 Let o <b < oo, let W CR x C ([-r,0],Y) be a non empty set, let I
be an interval and let x : I — 'Y be a function, (0,2,) € W. We say that x reaches to
the boundary of W = Dom (1) on the right if for each compact subset C C W there
exists an element tc € I such that (t,xy) € WN\C forallt €1, t > tc.

Definition 3.2 Let x be a solution of the initial value problem

()= f(tan,x(t—T1t1)), 1o =0 (3.1)

on the interval I. We say that x reaches to the boundary of the domain of f on the
right, if for each compact subset C C Dom (f) there exists an element tc € I such
that (t,xe,x (t — 7 (t,2¢))) € Dom (f)NC forallt € I, t > tc. We say that x reaches
to the boundary on the right if either x reaches to the boundary of the domain of T
on the right, or x reaches to the boundary of the domain of f on the right.

Theorem 3.1 Suppose that for every initial condition x, = ¢ (3.1) has a solution.
Let x be a solution of the initial value problem (3.1) on the interval [c — r,b[. Denote

T, :={(t,x) | t € [o,b]}

and
Gy i ={(t,x,x(t —7(t,x1))) | t € [0,0[}.

Denote CT the set of all bounded and closed subsets of Dom (1) and C’ the set of all
bounded and closed subsets of Dom (f). If Ty, (respectively G, ) is relatively compact
then the following statements are equivalent:

(i)  reaches to the boundary of Dom (1) (respectively of Dom (f)) on the right;

(i") for every C' € CT (respectively C € CY) there exists a number tc € [0, b such that

tc <t<b= (t,x;) ¢ C; (respectively (t,z;,x(t—7(t,2:))) ¢ C);

(#i) Ty (respectively G, ) is not contained in any compact subset of Dom (1) (respec-
tively of Dom (f))

(ii") Ty (respectively G ) is not contained in any C' € CT (respectively C € C');

(441) limy p— x¢ exists and (b, limy - ;) € O (Dom (7))

(respectively (b,lim;_,— x4, limy_,- (¢t — 7 (t,z¢))) € O (Dom (f))), where OH de-
notes the boundary of the set H,

(iv) the distance between the set T'y (respectively Gy ) and the complement of Dom (T)
(respectively the complement of Dom (f)) is equal to zero.
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Proof. The function z is continuous, and I'; is its trajectory. The function
g:=(R(x),x o0 (idg — 7o (idg, R ())))
is also continuous, where R (z) (t) := x¢. G, is the graph of g. The statement follows

immediately from Theorem 9 of [17]. U

The following example shows that there exists a differential equation of the type
(1.4) with a noncontinuable solution x, not reaching to the boundary on the right and
having a compact interval as its domain.

Example 3.2 Let r > 0, let Y be Banach space, let g : R x C ([-r,0],Y) — R be
an arbitrary nonnegative and continuous function,

7:[0,00[x C([=7,0],Y) = Ry, (t,9) — 2t + v g (t,9)

and
fi=prs:RxC([-r,0,Y) xR =Y, (t,¢,y) — v.
Then a noncontinuable solution of the initial value problem
a’ (t) = f (t,.’L‘t,CL' (t -7 (tv xt))) =z (_t - ”xt” g (tvxt)) ;620 (3'2)
0€Y, te[-r0]

15 equal to O)(—r,r), and it does not reach to the boundary on the right. For instance,
if g = 0 then the initial value problem (3.2) has the following very simple form:

Zt)=xz(-t), t>0, z(t)=0€Y, t€[-r0].

Lemma 3.1 Let b < oo, let x : [0 —r,b] = Y be a continuous function, let x (t) =
p(t—o)iftefo—ro], andleta’ (t) = f(t, xe,x(t —7(t,21))) if o <t <b. Suppose
that the tragectory of x|,y s relatively compact, moreover

<O’, lim xt> € Dom (1), (b, liIII} xt> € Dom (1)
t—b—

t—ot

<U, lim xy,x (O’ -7 (O’, lim xt)>> € Dom (f),
t—ot t—ot

(b, lim ¢, o (b -7 (b, lim xt)>) € Dom (f).
t—b— t—b~

Let x (b) := limy_,;— x (t) by definition. The function x is differentiable at o from the
right, it is differentiable at b from the left, moreover,

! (0) = f(o,¢,x (0 _T(U=¢)))=

where ©' (o) denotes the right-hand derivative of x at o, and

! (b) = f (ba Lo, L (b -7 (ba Ib))) )
where x' (b) denotes the left hand derivative of x at b.

and



On parameter-dependence in FDEs with unbounded state-dependent delay I. 97

Proof. The functions f and 7 are continuous, hence

lm f(t,zp,z(t—72))) = f(o,0,2 (0 —7(0,0))).

t—ot

Denote A := lim; ,,+ 2’ (t) = f(0,¢,2(0c —7(0,4))). We prove that 2’ (o) exists
and is equal to A. The function

A:fo,b] =Y, s—a(s)—sA

is continuous, moreover it is differentiable on ]o, b[. For every positive number ¢ there
is a positive number d such that if |s — 0| < §, s > o, then [|A’ (s)|| = ||z’ (s) — 4| < e.
By the Mean Value Theorem if s,¢ € ]o, §] then ||A (s) — A (t) — (s —t) A|| < e s — ¢,
therefore ||z (t) — 2 (o) — (t — o) Al| < €|t — o], because x is continuous on [o,b]. Tt
means that

! (U) = f (O',QZ/),ZZ? (U -7 (Ua ¢))) :
The differentiability of x at b and the equality

! (b) = f (ba Lo, (b -7 (bv {Eb)))

can be proved in a similar way. 0

Proposition 3.1 Let r > 0, let © be a noncontinuable solution of the equation

x(t)=f(tx,x(t—7(t3))).

Either x reaches to the boundary on the right, or x is defined on a compact interval
[ —r,b].
Proof. 1If x is defined on an interval [o — r, 0o then x reaches to the boundary on
the right, obviously. So we can suppose without loss of generality that its domain is
bounded.

Suppose that x does not reach to the boundary on the right. It is enough to show
that T'; is relatively compact, because in this case by Lemma 3.1

2 b)=f (b, tliﬂfl (t,x¢) ,tl_i)rgl (t,xe,x(t—7 (t,xt)))) ,

therefore z is a solution on [o — r,b]. By Corollary 1 of [17] T',, is relatively compact.

Remark 3.1 The solutions of the equation

o' (t) = [tz (), (-7t (1)), (3-3)
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where r = 0, are obviously the same as the solutions of the equation
2 (t) = [tz (t— 7 (L, 20))), (3.4)

where r > 0 is arbitrary fized and

f(tvwvy) 5:f(t71/)(0)7y)7 1/160([—7’,0]73/)7 (t,i/)(O),y) EDom(f),
7)) =74 (0), el ([-r0,Y), (v (0) € Dom(r).

If x is considered as the solution of (3.4) then its trajectory Ty := {(t,xs) | t €
Dom(z)} can be closed and bounded. In this case by Corollary 1 [17] x reaches to the
boundary of every set on the right. However, u can be a continuously differentiable
function on an interval [a — r,b] such that Ty = {(t,u;) | t € [a,b]} is closed and
bounded, but the graph of u is not closed. For instance, if r = 1 then the trajectory
Ty = {(t,u) | t € [-1,0[} of the function

w:[=2,0[— [-1,1], t — sin <%)

is closed and bounded, but graph (u) is not closed. It means that the equations (3.3)
and (3.4) may be not equivalent from the point of view that the noncontinuable solu-
tions reach to the boundary on the right or not. That is why the following question
arises:

Problem 3.3 Does a differential equation of type (3.3) exist such that it has a non-
continuable solution x, not reaching to the boundary on the right and not having a
compact interval as its domain?

Lemma 3.2 Let Y =R", let x be a solution of the equation

a' (t) = f(ta @),z -7tz (1)

on the interval [0,b], b < oo, let t,, € [0,b] be a sequence tending to b such that
lim,, 00 @ (t) = v, (b,v) € Dom (1) and

(tn,x (tn) @ (tn — T (tn, z (tn)))) — (b,v,y) € Dom (f).

If there is a positive number c such that for every natural number n 0 < ¢ <
T (tn, x (tn)) holds then x is Lipschitzian on [o,b] and its graph is relatively compact.

Proof. 1t is enough to show that z is Lipschitzian. Indeed, in this case for every
sequence t, — b~ the sequence x (t,) is a Cauchy sequence, i.e. it is convergent. It
means that the graph of x is relatively compact.

The positive number § can be chosen so that

B:={(t,z) | |[b—t| <20, ||lv—2z|] <25} C Dom (1)
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and 7 is uniformly continuous on B. Denote m the modulus of the uniform continuity
of 7 on B. We can suppose without loss of generality that the function f is bounded
onV:i=Bx{weY||y—w| <260}, ie. there is a number K such that

-t < 26 flv—2 <26, |ly —wl <26 (3.5)
= (t,z,w) € Dom (f) and ||f (¢, z,w)| < K.

The function z(, ;. is Lipschitzian because f is bounded on its compact graph; let
us denote by L its Lipschitz constant.

Let the natural number n be chosen so that b — 6 < t,, , ||z (t,) —v| < 4,
|z (tn — 7 (bnyx (tn))) —yll <6 and L (b —t, + m (b—t, + K (b—t,))) < 4. Denote

pi=sup{f |t € [tn,f] = |z () —v|| <26 and [lz(t — 7 (&, 2 (1)) —yll <26},

If p = b then 2’ is bounded, which implies that x is Lipschitzian.
Suppose that p < b. Then

p=max {8 |t € [t ] = [l (t) —v]| <26 and [l (¢ — 7 (t, (1)) - y]| < 25)

and
cither ||z (p) = vl = 20 or [z (o — 7 (p,z (p))) — ]| = 26. (3.6)

On the other hand, it follows from(3.5) that

[z (p) =2 (tn)ll < K (p—tn) < K (b—15)

and
z (o =7 (p,z(p) — 2 (tn — 7 (tn,x ()]
< Lp—ta+17(p,z(p)) = 7 (tn, x (tn))])
< Lp—tp+m(p—to+|z(p) —z(t)))
< Lb—tn+mb—t,+K(Ob-1t))).

It implies that

2 (p =7 (p,2(p))) — vl
< zlp—7(p2(p) —2(tn — 7 (tn,z @) — 2 (tn — 7 (tn, 2 (t2))) — ¥l
< Lb—th+mB-—t,+K((b—t,)))+ <26,
and
[z (p) = vll < [lz (p) — 2 (tn)]| + ||z (tn) — vl < K (b—tn) + 6 < 20.
This contradicts (3.6). Therefore p = b, which completes the proof. 0
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Proposition 3.2 Let Y = R" and let x be a noncontinuable solution of the equation

() =f(tax®),z(t—7t2(t)

on the interval [ — r,b) where [0 —r,b) denotes either the interval [ — r,b| or the
compact interval [o — r,b]. If T (b,v) > 0, whenever (b,v) € Dom (1) then one of the
following three statements holds:

(1) = reaches to the boundary on the right;

(2) the distance between the graph of © and the complement of Dom (T) is equal to
zero;

(3) b < 00 and x is defined on a compact interval [o — r,b].

Proof. 1If x is defined on an interval [o — r, 0o then x reaches to the boundary on
the right, obviously. So we can suppose without loss of generality that b < co.

Suppose that x does not reach to the boundary on the right. It is enough to show
that T'; is relatively compact, because in this case by Lemma 3.1

o @) = £ (b Jim (). i (@027 6o 0).

therefore x is a solution on [0 — 7, b].

Suppose that (1) and (2) do not hold. Let C C Dom (f) be a compact set
and t, € [o,b] be a sequence tending to b such that for each natural number n
(tn,z (tn)) € Dom (1) and (tn,x (tn), 2 (tn — 7 (tn,x (t,)))) € C. We can suppose
without loss of generality that

(tn,x (tn) 2 (tn — 7 (tn,x (tn)))) — (b,v,y) € C C Dom (f).

By supposition (b,v) ¢ 9 (Dom (7)) and 7 (b,v) > 0, therefore by Lemma 3.2 T'; is
relatively compact. U

Theorem 3.4 Let Y be Banach space, let o be fived and let x be a noncontinuable
solution of the initial value problem

() = ftz@),z(t—71(t,x)), if t€[ob], (3.7)
z(t) = ¢(t—o), ift€fo—r0].

If 7 (t,v) < t+r — o, whenever (t,v) € Dom (1) and t > o, moreover graph () is
relatively compact, then x reaches to the boundary on the right.

Proof. By supposition b < co . Let us define
7oAt ) eRx C([=r,0],Y) [ (t,4(0)) € Dom (1)} = R, (t,9) — 7 (£, (0)),

fot Aty) eRxC([-r,0],Y) x Y | (,4(0)) € Dom ()},
(t,y) = f(t,4(0),y),
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It is easily seen that

Zt) = fz@),z(t—71tx(t)), ifte(od],

x(t) = ¢(t—o),iftefoc—r0o]

if and only if
() = ft,&,3{t—7(t3)), iftelob],
() = ¢(t—o),iftelo—ro0],

where

Zt)==x(t) if t€|ob],and T : [-7,0] = Y, s— z(t+s).
By Lemma 3 [17] T'; is relatively compact if and only if graph () is relatively com-
pact. Denote 9o := lim,_,;- Z¢. It follows from the definition of 7 that (b, (0)) €
d(Dom(7)) if and only if (b, 1) € d(Dom(7)). By Theorem 3.1 (b, 10) € 9 (Dom (7)),
which proves our statement. O

Example 3.5 Let U C R xR™ xR" be open set, f: U — R™ be continuous function.
Let us consider the so called pantograph equation

() = fta®),z(), o<t
x(t) = ¢o(t—o0), ac<t<o

where 0 < a < 1,0 > 0 and ¢ € C([(a—1)0,0],Y) are fized. This initial value
problem also can be written in the form

' (t) =f (tv € (t) » L (t -T (t, € (t))))  To = O, (3'8)

where
T=01-a)pr1 :RxR" =R, (t,¢)— (1 —a)t.

Ifb> o and t € [%52,b[ then 7 (t,z (t)) > (1 — a) %52 > 0. By Proposition 3.2 if x
is a noncontinuable solution then either x reaches to the boundary on the right or its
graph is compact. By Theorem 3.4 x reaches to the boundary on the right.

4. The compactness of ®*% (o, ¢, j1,w).

Definition 4.1 Let I be a non-empty set and for every point i € I let D; and R;
be metric spaces with distances dp, and dg,, respectively. The family of uniformly
continuous functions {x; : D; — R; | i € I} is said to be uniformly equicontinuous if
there is a function m : RT — R, satisfying the following properties: limgm = 0 and
m; < m, where m; denotes the modulus of the uniform continuity of x;. It means
that dg, (z; (t),z; (s)) <m(dp, (t,s)), wheneveri € I and t,s € D,.

Invoke the following classical theorem we need:
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Theorem 4.1 (Theorem 3.6.1. [3]) Let U be a convex open subset of a Banach space
E, let fn, : U — F (F is a Banach space) be a sequence of differentiable functions. If
(i) there is a point a € U such that fy, (a) has a limit,

(ii) the sequence f! : U — L(E,F) uniformly converges to the function g : U —
L(E,F),

then for each point t € U the sequence fy (t) has a limit (denoted by f(t)); the
sequence {fn} tends to f uniformly on each bounded subset of U. Finally, the limit
function f is differentiable and f' = g.

The following lemma is essential in the proof of the main theorem of this section.

Lemma 4.1 Consider the initial value problem (1.4), letY be Banach space. Suppose
that

(Unu ¢n7 ljfn) € Dom (T) 5 (Una ¢n7 ¢n (_T (Una (bnaﬂn)) 7wn) € Dom (f)
and (0pn, On, tn, wn) — (0, ¢, p,w), where

(Uad)mu) € DO’ITL(T), (O’,d),d)(—T(O’,(ﬁ,ﬂ)),w) € Dom(f),

moreover, o < b < 0o, and for every natural number n there is given a solution
Xy ¢ [on —1,0] = Y of the initial value problem

o () = f(t (@) xn (t =7 (@0);, 1tn)) swn) , t € [0, 0],
T (t) = ¢n(t—on), ift o, —r,00].

Suppose furthermore that every noncontinuable solution of the initial value problem

Z@t) = ftrn,z(t—T1HTp),w), t>0 (4.1)
x(t) = ¢(t—o), ifteloc—ro],

is defined on the interval [0 — r,b).
If the sequence {(xn)‘[an b |ne N} is equicontinuous and there is a function u :

lo,b] = Y such that z,, (t) — u (t), whenever t € ]o,b], then {x,} has a subsequence,
converging uniformly on [a,b] to the function

. u(t), ift €lo,b]
#ilomni =7, { o(t—0), iftelo—ro] "

whenever o —r < a <b.
Moreover, x is a solution of the initial value problem (4.1) on the interval [o — r,b].

Proof. As the sequence {(,’En)ndn b |neN } is uniformly equicontinuous there is a

function m : RT™ — RT, satisfying the following properties: limgm = 0 and m,, <
m, where m,, denotes the modulus of the uniform continuity of (xn)‘[gn_b]. We can
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suppose that mg < m also holds, where m, denotes the modulus of the uniform
continuity of ¢.
If n e Nandt,s € [0, —,b] then

[ () = 2n (8)[| < 2(m (|t = s]) + l|¢n — 1) - (4.2)
Indeed, if ¢, s € [0, — r, 0y, ] then
[fn () = G () < Mlon () =@ @) + 0 (E) = @ () + 1¢(s) = Pn ()] (4:3)
< m(ft—s)+2]¢n - ¢
and, using (4.3) and the equality ¢y, (0) =z, (0n,),
5 (6) — 0 (5)]
[6n(t = 0n) = dn(s — on)|| <m(|t = s]) +2[¢n — ll, ift,s € [on =1 0on]
< b on(t=on) = n (0] +[lzn (0n) — zn (s)]]

- <2m (|t —s|) +2||¢n — ||, if t<o,<s
m ([t —s|), ifo, <t,s .

We can suppose without loss of generality that a < o. We prove our statements in
four steps.
(1) The function x is continuous on [a,b]. Indeed, if ¢ > o then

[l (£) = ¢ (0)]] [z (t) = 2n (Ol + l2n () = én (0)]] + [|6n (0) = & (0)]] <
& (#) = zn @) +m (|t = of) + |¢n — o],
hence lim, z = ¢ (0) = z (0). If ¢, s € [a, ] then

IAIA

[l () — 2 (s)]]
|6 (t—0) =@ (s —o)ll <m (|t —s), ift,s €[o—rol;
16 (t—0) =6 (0)] + [l¢ (0) =z (s)]| <
< <m (|t —s|)+ ¢ (0) =z (s)ll, if t<o<s;

e (£) = o (O] + 20 (8) = @0 ()] + 2 (5) — 2 (5)] <
< & (8) = 2 (O + llza () =2 ()| +m (it —s]), o <t,s.

It implies that for every positive € there is a number ¢ such that ||z (¢t) — z (s)]| < ¢,
whenever |t — s| < 6.
(2) We show that (I")Ha,b] tends uniformly to xq,;). Suppose that it is not true,
ie.
Je >0Vn e N 3t, € [a,b]: ||z, (tn) — 2z (tn)|| > &.

We can suppose that ¢, — ¢ € [a,b]. Then
e <z (tn) =z @)l < llzn (tn) — 20 O + llzn () — 2 (O] + (|2 () — 2 ()]
< m([tn = t]) + llzn () — 2 (O] + ma (Jtn — 1)),
where m, denotes the modulus of the uniform continuity of x|, We have got a

contradiction, because the function on the right-hand side of the last inequality tends
to zero.
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(3) We show that there is a number § > o such that = satisfies equation (4.1) on
the interval |o, d].
Let ¢ := o, if 0, < o for each n, and let ¢ € |o,b] be fixed in other case. We can
suppose that for every natural number n the function z,, is defined on [c, b].

Let Rl stand for the function defined by the following formula:

Rl ¢ ([e=rb],Y)—C([e,b],C([-r,0],Y)), ur— Rle:0] (u)
Rl (w) : [e,b] =Y, t— uy.

It is easily seen that R i linear. Tt is also continuous and HR[C’Z’] H < 1, because

R ()| = sup | R ) (1)]| = s sup Jju e+ 9)l] < Jlull.
t€c,b] t€le,b] s€[—7,0]

Therefore
R () o) = R (@1pern)- (4.4)

If a < s, — 5 <bthen y (sn) — 2 (s), because (xn), ) — |[a,p) uniformly and
[ (sn) =2 ()| < [[2n (sn) = (sn)[| + |2 (sn) — = (s)]] - (4.5)

(0,¢,1) € Dom (1) and (o,¢,¢ (=7 (0,¢,1)),w) € Dom (f) imply that there is a
number § > o such that if ¢ € |o, §[ then

(t,z, 1) € Dom (1) and (¢, x4,z (¢ — 7 (8,2, 1)) ,w) € Dom (f).
The set H := [c,b] x ({ | n € N} U{0}) C R? is compact and (using property (4.4))
the function H — Y,
1
H (t, E) F @t (@n)y xn (=7t (@n);, tin)) ,wn), if >0
H(tuo) = f(t7xt7x(t_7-(taxtuu))7w)

is continuous. Therefore it follows from the equalities
I;z (t) = f (t, (xn)t y In (t =T (t, (xn)t ) ,Un)) 7wn) , t € [Una b[a
Tn(t) = op(t—op) ift € o, —r 0]

that the sequence a7, (t) is uniformly convergent on the interval [c,b] and tends to
ft,ze,x(t —7(t,xe, 1)), w). By Theorem 4.1 z is differentiable on |o, ] and if t €
|o, 8] then

' (t) = nlingo [ (@n)y zn =7t (@) s 1n)) , wn)

= fltxp,x(t—7{zp0),w).

(4) Finally, we have to prove that if ¢ € [0, b] then

()= f(tx,x(t—71(tzp0),w). (4.6)
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Denote (3 the supremum of the numbers § < b such that the equation (4.6) is sat-
isfied on the interval ]o,d[. By definition z, = ¢. By Lemma 3.1 the function z is
continuously differentiable from the right at ¢ and

I/(U):f(U,gf),I(U—T(U,gf),u)),W).

If ¢t € [0, B] then (4.6) holds, therefore there exists a function Z : [0 — r,b] — Y such
that &, 5] = T|[o—r,8, Lo = ¢, and for each element ¢ € [0, b] the equality

LZ'/ (t) = f (t, jt,i (t - T (t,.’i’t,u)) ,(U)

also holds. It implies that (8,23, 1) € Dom (1) and (B,z3,z (8 — 7 (8,28, 1)),w) €
Dom (f), furthermore, = (8) = Z (6). If 5 < b then there is a positive number € such
that if 8 < ¢ < B+ ¢ then (¢t,2,) € Dom (1) and (¢, 2,z (t — 7 (¢, 24, ) ,w) €
Dom (f). Repeating our argumentation in step (3), replacing o by (3, we get a con-
tradiction with the definition of 8. Therefore 8 = b. By Lemma 3.1

x/(b) :f(b7¢7x(b_T(bv¢uﬂ))7w)'

Consequently (4.6) holds whenever t € [o, b]. U

Lemma 4.2 Let [0,b] C R be a compact interval and Y be a Banach space, r > 0.
Let HCC([o —rb],Y). Denote

U= {(t,xe) |t € [o,b], x € H}.

Let 7 : T — R be a continuous function such that t — 7 (t,x;) € Dom (x), whenever
x € H and t € [0,b].
If the set H C C (o — 1,b],Y) is compact then the sets T' and

G:={({t,zp,x(t—7(t,a¢))) |t € [o,b], x € H}
are compact.

Proof. We show that I' and G are sequentially compact.

If (tn, (,’En)tn , Ty (tn - T (tn, (:En)tn))) € @ is a sequence then we can suppose
that there is a function z € H such that z,, — . We can also suppose that t,, — t.
For every positive number ¢ there is a positive number § such that if u,v € [0 — r, b]
and |u —v| < 6 then ||z (u) — x (v)|| < e. Therefore

l@, ~at = sup fon (ta+ )~ 2l + 9]
s€[—r,0]
<

sup {[|lzn (tn +5) =@ (tn + 5)[| + [l (tn +5) =z (t + 5)[I}
s€[—r,0]

|z — x| + € < 2e,

IN
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if [t, —t] <4 and ||z, — z|| < e. It implies that
(tn, (xn), ) — (t,z) €T
and if s, — s then z, (s,) — z (s). Consequently

(tn, (Tn)y, > Tn (tn -7 (tn, (,Tn)tn))) = (t,ze,x (t —7(t,21))) € G.

Recall that considering the initial value problem

)= ftxna(t—70 2 0),w), To =@ (4.7)

Ple denotes the function defined at the point (0, ¢, p,w) if and only if every non-
continuable solutions of the initial value problem (4.7) is defined on the interval [a, b],
and ®l®?] (0, ¢, u, w) denotes the set of the restriction of these solutions to the interval
[a, b].

Theorem 4.2 Let Y :=R"™ and let [a,b] be a compact interval.
(i) Let C C Dom (®[@¥)) C R x C ([-r,0],R™) x M x Q be a compact set.
The set

(I)[a.'b] (C) = {x\[a,b] | (Uv¢uﬂaw) €C,ze® (07 (baﬂvw)}

is compact in C ([a,b] ,R™).
(it) If (o, ¢, p,w) is fixed then the sets

P {(haw) € o8], @€ 87 ((0,0,0.0) )

G 1= {((tae (¢ =7 (1,0, )) @) |1 € [o,8], & € D7 (0,6, 1,0))}

are compact.

Proof. We can suppose that ®[%! (C) is not empty.

(i) We prove that ®[*% (C) is sequentially compact. Let {z,} C ®l*! (C) be
a sequence. It can be supposed without loss of generality that (oy,, ¢n, tin, wn) —
(0,0, 11, w).

The structure of the proof is the following:

(I) there exists a number o > 0 such that z,, is Lipschitzian on [0, 0, + 2¢] with
a constant L, where o and L do not depend on n, if n is great enough;

(IT) by Lemma 4.1 and by the Ascoli-Arsela theorem {z,} has a subsequence,
tending uniformly to a solution of (4.7) on the interval [a, o + «;

(III) repeating the argumentation of (I) and (I1) we prove the statement indi-
rectly.

(I) There exist positive numbers ¢ and L such that for each n € N,

[t = ol +1l(zn), = Ol + d (pn, ) + d (wn,w) <30
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implies
||f (ta (In)t y T (t =T (ta (In)t) 7:u’n) ,Wn)H S L.
Denote m the modulus of the uniform continuity of ¢ and let ng be such that

|on = o]+ 3¢ = dnll + d (pn, p) + d (wn,w) <6,

whenever n > ny.

We show that if 2a + m (2a) + 2La < 6, 0, + 2 < b and n > ng then z,, is
Lipschitzian on the interval [o,,, o), + 2] with the constant L, where L and « do not
depend on x,,.

Let the number n > ng and x,, € ®** (C) be fixed. Since the function

R () : [on,b] = C([-r,0],R"), t — (),
is continuous ([7], 2.2, Lemma 2.1, or [17] Lemma 2), and

2 O = [1f (& (@) @ (8= 7 (& (2n)y s n)) s wn) 5 E € [on, ],

there is a positive number 7 such that x,, is Lipschitzian on the interval [0, 0y + 7]
with the constant L. Denote 8 the supremum of the numbers -, satisfying this
property, i.e.

B :=sup{y €[0,b—0,]|t,s € [on,0n+7] = ||xn (t) — 25 (s)|| < Lt —s|}.

We show indirectly that 5 > 2a.
Denote m,, the modulus of the uniform continuity of ¢,. It is easily seen that

mp < 2(¢ = ¢ull +m. (4.8)
Indeed, if ¢, s € [—r, 0] then
[¢n (t) = ¢n ()] < llPn (1) =S (O + ¢ (1) = D (s)[| + |9 (s) = Pn ()] -

Using the equality x,, () = ¢ (0), we get that for every element s € [—r, 0]

@), 16 (5) = 00 5)|

l[¢n (B +8) = én ()]l < mn (B), if 6+s<0,
< [#n (o0 + B+ 5) = 2n (o0l + [|6n (0) — én (5)]]
< LB+my (Js]) if0< B +s.

If 0 < 8+ s then —s = |s| < B and my, (|s]) < my, (B), because m,, is increasing.
Therefore, using inequality (4.8), we get the estimation

|@n)a,es = 6| < ||@n)e, i = @0 + 160 = 81l < 3116 = 6nll +m(8) + L8,
If 8 <2« then m (8) + LB < m (2«) + 2La, because m is increasing. It implies that

0w+ 8= 0|+ [ @n), 45— ]| + d o 0) + d (w0, 0) < 30,
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Consequently, there is a positive number € such that x,, is Lipschitzian on the interval
[8, B + €] with the constant L, which contradicts to the definition of 5. Hence z,, is
Lipschitzian on the interval [0, 0, + 2a] with the constant L. Here o depends only
on m and on L, if n > ng.

(IT) We can suppose without loss of generality that {o,,} is monotone, moreover
that if 0,, < o for each o, then the fixed number a is equal to o — r, if 0, > o for
each o, then 0 — r < a < o. Suppose that if n > ng then |o, — o] < a. In this
case o + 20 > 0 + a. Let ¢ € ]Jo,0 + a] be fixed. By (I) we can suppose that

the sequence {(xn)‘ | |ne N} is equicontinuous. It is also uniformly bounded,

[e,ota

because if t € [¢,0 + ], then
[2n )] < lln (8) = 2n (o) + [|én (0[] < L20+ [|n]| -

By the Ascoli-Arsela theorem {x,, | n € N} has a subsequence, converging uniformly
on [¢,0 + a]. By Lemma 4.1 the sequence {z,, | n € N} has a subsequence, converging
uniformly to a solution x of (4.7) on the interval [a,o + «], satisfying the initial
condition x, = ¢.

(II1) Denote 8 the supremum of the numbers v such that the sequence {(xn)‘[aﬁ]}
has a subsequence, tending uniformly on [a,7] C [a, b] to a noncontinuable solution x
of (4.7). By (I1I) 8> o and we can suppose that (), ,; tends uniformly to (4],
whenever [a,v] C [a, 8.

We prove that § = b. Suppose that 8 < b. The set {(t,z,u,w) | t € [0,0]} is
compact, therefore there are numbers §' > 0, ng € N and L’ such that if ¢ € [o,]
then for each number n € N

30 =
L.

18 = t]+ (@n), — el + d (pns 1) + d (wn, w)
1 (& (@n)y s wn (8 =7 (& (20),) s ) s wn) |

Denote m, the modulus of the uniform continuity of z|,_, ;. Then for every point
t € [o,b] the modulus of continuity of z; is not greater then m,. Let 2o/ < ¢’ be a
positive number such that m, (2a/) + 2L/ < ¢’ and let b’ := § — /. Then we can
suppose that {z,, | n € N} converges uniformly to the solution z on [a,b']. By (I) =y,
is Lipschitzian on the interval [b',b' + 2a/] N [b,b] with the constant L', if n is great
enough, hence it is Lipschitzian on the interval [a, b’ + 2a/]N[a, b]. By the Ascoli-Arsela
theorem and by Lemma 4.1 we can suppose that {z,, | n € N} converges uniformly to
a solution Z on [a,b’ + 2a’]NJa,b]. As b +2a’ > (3, we have a contradiction. It means
that b = § and we get that there is a subsequence of {z,} which tends to a solution
x on [a,b].
(i4) By (i) the set

<
<

H:= (I)[a,b] (O) = {x\[a,b] | (Ua ¢5U7w) € Ov zed (Uv (b,,u,w)}

is compact in C ([a,b] ,R™). Lemma 4.2 proves the statement. U
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5. The upper-semicontinuity of ®*" and the openness of its
domain.

Definition 5.1 (For a similar definition, see [2], Chapter 1 Definition 1) Let X and
Y be topological spaces and let F': X —'Y be a multivalued function. F' is said to be
upper-semicontinuous at xg € X if for any open V containing F (xq) there exists a

neighborhood W of xo such that F (V) := Ugey F () C W.

Theorem 5.1 Let Y = R" and denote ® the resolvent function of the initial value
problem

() = fta,z(t—713p0),w), t>o0, (5.1)
z(t) = ¢(t—o), ifteloc—ro.

For every compact interval [a, b] the function Pla-bl (if it is defined) is upper-semiconti-
NUOUS.

Proof. Suppose that every noncontinuable solution of the initial value problem (5.1)
is defined on the compact interval [o — r,b], i.e. (0,¢,u,w) € Dom (fb["’“bl), and
let [a,b] C Jo —r,b]. Denote ®1* (o, ¢, 1,w) the set of the restrictions of the non-
continuable solutions of (5.1) to the interval [a,b]. We prove indirectly that ®® is
upper-semicontinuous at (o, ¢, 4, w). Suppose that it is not true, i.e. there exists a
positive number ¢ and there is a sequence {(oy,, dn, fin,wn) | n € N}, converging to
(0, ¢, u,w), such that every solution in ® (o4, dn, fin,ws) is defined on [a, b], moreover
there is a sequence

{xn | Tn € (I)[(Lb] (0n7¢n7un7wn)7 n e N}

such that for every element x € ®1*% (5, ¢, i, w) the inequality ||z, — x| > ¢ holds.
By Theorem 4.2 ®%% ({(0,,, ¢y, fim,wn), n € N}U (0, ¢, pt,w)) is compact, therefore
we can suppose without loss of generality that there is an element x of ®l®*] (o, ¢, pu,w)
such that x,, — x uniformly, which is a contradiction.

By Theorem 2.10.4 of [5] if YV is finite dimensional, » = 0, 7 = 0, f is contin-
uous and every noncontinuable solution is unique then the characteristic function
is continuous and its domain is open. Theorem 5.2 generalizes the second part of
this statement for functional differential equations with state-dependent delay in in-
finite dimensional case, proving the openness of the domain of ® under the suppo-
sition that ® is upper-semicontinuous and ®—"! (0,0, u,w) is compact, whenever
(0,9, pu,w) € Dom (@[U_T’b]).

Theorem 5.2 Let Y be a Banach space. Suppose that each noncontinuable solution
x of the parametric initial value problem (1.4) has a solution, whenever (o, ¢, 1) €
Dom (1) and (o,¢,0 (—7 (0,0, 1)) ,w) € Dom (f), moreover (og, ¢o, po) € Dom (1)
and (00, o, o (=7 (00, do, o)) ,wo) € Dom (f).
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If the set ®Ll70= (5. o, 1o, wo) C C ([o0 —7,b],Y) is compact and for each compact
subinterval [a, 8] C log — r,b] the multivalued function ®lePl is upper-semicontinuous
at the point (oq, ¢o, o, wo) then (oo, do, to,wo) s an inner point of the domain of the
function @1 whenever a € Jog — 1, b].

Proof. (i) By Lemma 4.2 it follows from the compactness of ®l70="% (o4, ¢, 110, wo)
that the set T' := {(¢t, x4, po,wo) | t € [00,b],x € ® (00, Po, ft0,wo)} is compact. By
Lemma 2.1 I. (iv) the set I' has a neighborhood F and there is a positive number «
such that

(0,0,u,w) € E, € P (0,9, pt,w) = [0,0 +a] C Dom (z). (5.2)

Let 0 be a positive number such that if |0 — oo|+||¢ — ¢ol|+da (1, po)+da (w,we) < &
then (o, ¢, u,w) € E, where dpq and dg denote the distances on M and €, respectively.

We prove our statement by induction.

If o — oo| + ||¢ — doll + dat (i, p0) + da (w,wo) < § and = € D (0, ¢, u,w) then
by (5.2) [o,0 +a] C Dom (z), i.e. ®le=7o+al is defined at (o, ¢, p,w). Let kg € N
be such that o + aky < b < o + (ko + 1) . If kg = 0 then o + a > b and @l is
defined at (o, ¢, u,w). Suppose that kg > 1. Since @177+l is upper-semicontinuous
at (o0, do, 140, wo) the positive number §; can be chosen so that if

lo — 0| + || = dol| + dar (1, o) + da (w,wo) < 01

and

then (t,z;, u,w) € E. Using again property (5.2) it implies that (o, ¢, u, w) is included
in the domain of ®l7="+2a] and so on. In ko steps we get that there is a positive
number d, such that (o, ¢, 4, w) is included in the domain of dlo—mbl whenever

lo — ool + |6 — doll + dam (1, w) + da (W, wo) < O - (5.3)

If 0 < og then it implies that [og — 7, b] is included in the domain of x, whenever
x € ¥ (0,9, p,w), ie. (0,¢,u,w) € Dom (CD[‘TO_T’b]). If 0 > 09 and o0 — r < a then
(0, ¢, p,w) is included in Dom (QJ[U*T’Z’]) C Dom (‘ID[“’Z’]).

Therefore (o, ¢, u,w) € Dom (<I>[“’b]), whenever (5.3) holds . 0

Theorem 5.3 Let Y = R"”, and suppose

(0'0592507#0) € DOm(T) and (Uo,(bo,(bo(—T(Uo,¢0,M0)),W0) S Dom(f)
(0) If T (t, 9, p) < r, whenever (t,v,n) € Dom (1) , then the point (oo, do, to,wo) s
an inner point of the domain of the function ®*Y, whenever a € Jog — r, b|.
(it) Let the parameter oq be fixed. If for every point (t,1, ) € Dom (1) the inequality
T (t, Y, ) <t — o9+ holds whenever oy < t, then (¢o, o, wo) s an inner point of
the domain of the function ®leo—"] (00,757, °)
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Proof. (i) By Lemma 2.1 (I]) and Theorem 5.1 the suppositions of Theorem 5.2
hold. It proves our statement.

(79) Let 7 := b— op +r. By Corollary 2.1 the function z is a solution of the initial
value problem

LL'/ (t) = f (t,.’IJt,JJ (t - T (t,l’t))) y Log = ¢ (54)

on the interval [og — r, b] if and only if the function

. - n o~ | ox(t), ift € [op — 7, b]
x.[oo—r,b]—ﬂR,x(t)—{(b(_T), ift €og—7,00— 1]
is a solution of the equation
(1) = h(t,&) (5.5)

on the interval [og — 7, b], satisfying the initial condition Z,, (s) = Z (09 — s), s €
[—7,0], where h is continuous. By Theorem 5.2 (0q, &4, fto,wo) is an inner point of
Dom (fi)[‘I*b]), where ® denotes the resolvent function of the equation (5.5). It implies

that (¢o, 10, wo) is an inner point of Dom (<I>[a>b] (00, )), because by Corollary 2.1
the solutions of (5.4) and the solutions of (5.5) are the same. Since every solution
x € ® (09, ¢, u,w) is defined on [og — 7,09, hence (o, 1o, wp) is an inner point of
Dom (q)[ao—r,b] (00, .)) ]

If g is an upper-semicontinuous multivalued function between two topological
spaces then it is obvious that the image of a compact set can be not compact and
the image of a connected set can be not connected. By statements above the upper-
semicontinuous function ®!** has some good properties, similar to the properties of a
continuous function: ”it seems to be continuous” from some points of view. However,
®l@ can be not uniformly upper-semicontinuous on some compact subset, as the
following lemma shows.

Lemma 5.1 Let U C RxR"™ be open set, (0o, dp) € U and f : U — Y be continuous,
and denote ® (og, Pg) the set of the noncontinuable solutions of the ordinary initial
value problem

2 (t) = [tz (1), z(00) = o (5.6)

Suppose that every element of ® (0¢, ¢o) is defined on the interval [og, b] and @ (o9, ¢o)
has more than one element.

There exists a metric space P, an open set U CRxR"x P and a continuous function
f : U — Y such that every noncontinuable solution T € P (00, P0,po) of the initial
value problem

xl (t) = f (ta x (t) 7p0) y T (UO) = d)O (57)
is defined on [o0,b], @70 (50, o, po) = @170 (04, @) and for every compact neigh-

borhood C' of the point (oq, do, po) the function ®L70:t is not uniformly upper-semicon-
tinuous on C.
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Proof. By Theorem 4.2 and Lemma 4.2 the sets ®70% (54, ¢) C (C[00,b],Y) and
rlootl .= {(t, 2 (t)) | t € [00,b],x € ®} C U are compact. Hence T'l?0:¥] has a compact
neighborhood W C U such that f is bounded on W. By the Stone-Weierstrass
theorem for every natural number n there exists a function f, which is continuously
differentiable on W and H(f — f")|WH < 1. Denote P := {1 |neN}uU{0} the
metric space with the distance inherited from R and let V' be an open neighborhood
of To0:b! such that V. c W,

- £F. 07 — R" (tuyvi)an(tay)
U=VxP f:U R,{ (t.,0) — £ (t,1)

Then f is continuous. Obviously, ®0-?) (00, ¢0) = Ploo.b] (00, ¢0,0), moreover, the set
Ploob] (0, o, %) has one element, whenever n € N. By Theorem 5.1 Ploo-b] ig upper-
semicontinuous. Let = and u be two different elements of ®[70:?) (54, ). Suppose that
®lo0-bl ig uniformly upper-semicontinuous on a compact neighborhood of (0, ¢0,0).
Then for every positive number e there exists a neighborhood E. of (o9, ¢g,0) such
that x and u are included in the open ball around the element Ploo.t] (U, o, %), with
the radius €, whenever (o,¢, 1) € E.. We conclude to contradiction if 2& < ||z — u]|.

Proposition 5.1 Letr >0, let U C R x C ([-r,0],R™) be open set. Denote ® (o, )
the set of the noncontinuable solutions of the initial value problem

LL'/ (t) = f (tuxtax (t -7 (taxt)))7 Ty = ¢

Suppose that b < co, ) # C C Dom (‘b[a’b[) and C' is compact.
If (b, ) is a boundary point of the set

G:={(t,z) |t €la,b],(c,0) €C,x € P (0,9)}

then there is an element (o,¢) € C and there is a solution x € ® (0,¢) such that
lim; .- ¢ exists and is equal to 1, moreover lim; .,— x (t) exists and is equal to

¥ (0).

Proof. Let {(tn,%n) | n € N} C G be a sequence tending to (b,), xn, € @ (0, Pn)
be such that (z,), = ,. We can suppose that (0., ¢n) — (00, ¢o) for some element
(00,¢0) € C. If [a,0] C [a,b] then by Theorem 4.2 the set U(U)d,)ec(l)[aﬁ] (0,¢) is
compact. Therefore, using Cantor’s diagonal choice method, we can suppose without
loss of generality that {z,} converges uniformly on every compact subinterval [a, (]
of [a, b[ to a solution x, and (z,,), is convergent. It implies that x4, — 1. By Lemma
3 [17] lim;_,— 2+ = 1, moreover lim; ;- x (t) exists and is equal to 1 (0). U
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6. Conclusion

We have obtained some new results for state-dependent functional differential equa-
tions without boundedness conditions on the delay function, supposing the continuity
of the functions on the right-hand side, but not supposing that the solutions are
unique. We have established sufficient conditions under which every noncontinuable
solutions reach to the boundary on the right of the domain where the equation is
defined. To the best of our knowledge this problem has not been studied yet for
state-dependent delay equations. We have proved that the so called resolvent func-
tion ®*Y (see the definition in the introduction) is upper-semicontinuous, its domain
is open and ®l*?! (C) is compact, whenever C C Dom (@[“’b]) is compact.

In the future we would like to give some applications of the results obtained
in this paper. For instance it seems to be possible to generalize the well known
Kneser-theorem for state-dependent delay equations. A classical comparison theorem
([5] 2.5.3) also can be generalized in a sharper form then the original one. These
questions will be studied in a forthcoming paper.
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