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We present in this paper a part-based method fopshapresentation and description using both its oatertour and the
interior regions that contains. We present firstlypart based method for silhouette description invatrito translation,
rotation and scale change and written with an XML langeiXLWDOS (XML Language for Writing Descriptors of libes

Shapes).

Any shape is characterized by the list of encompassgidns, the inclusion relation between these negidhe position
and the description of each one. Shape is thenessrted by a tree structure which is translated texdual marked
descriptor using a proposed XML language XLWDS (XMhguage for Writing Descriptors of Shapes).

Experiments conducted over real images of various séttes and shapes are presented and discussed.
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1. INTRODUCTION two neighboring stable views and a change between

The representation of shape remains one of the most 2SPECts in called a visual event.

difficult problems in computer vision. Various methods Methods that use the medial axis of silhouettes.
have been developed in order to represent shape in anAuthors in [38] propose flexible object recognition
abstract and efficient way while still preserving important and modeling system where shape representation is
shape feature. The most interesting methods may be based on medial axis extraction and part
classified as follow: segmentation using deformable circles. In [28] author
proposes to represent the medial axis characteristic
points as an attributed skeletal graph to model the

limb and neck [32], optimization of the convexity of shape. Shape has been also represented by an axis

all parts [27] and morphology criteria [21, 26]. In trees (S-A-trees) [12].

[36] shape is decomposed into union of meaningful Methods based on the shock graph that is an
convex subparts by a recursive scheme. The emerging shape representation for object recognition,
shape of each subpart is approximated by a in which a 2-D silhouette is decomposed into a set
morphological dilatation of basic structuring ©f qualitative parts, captured in a directed acyclic
elements. Constrained morphological which 9raph[33]. Authors in [29] use a graph structure for

recursively performs decomposition scheme for Shape representation where shocks with isolated
shapes is used in [14] point topology are nodes and those with curve

topology are links.

— Part-based methods where silhouette is decomposed
into parts. Different criterions have been proposed:

— Aspect-graph methods are viewer-centered } .
representations of a three-dimensional object. The Methods using graph for shape representation:
underlying theory was introduced by J. J. Koenderink €oncavity graph thatis a directed graph with a unique
and V. Doorn [15] who observed that while for most 100t for representing single as well multi-object
views a small change in the vantage point of an object images. For authors in [2] five types of nodes in the
results in small change in the shape of the projection 9raph representing five types of conceptual or logical
of that object, for certain views the change in T€gions: objects, concavities, h(_)les, multiple objects
projected object shape is dramatic. These unstable @nd nodes representing multiple holes. In [18],
views represent a singularity in the visual mapping 'Mages as well as _stored models are represented as
or a transition. They suggested that a derivation of 9raphs whose vertices correspond to object corners
such transition boundaries is a good representation @nd whose edges correspond to outlines connecting
of the object. The stable views, also called general COrners in the image.
views, are what define an aspect. In [9], authors Approximation of outline shape by 2D features.
propose an aspect graph representation of an object Grosky and Mehrota in [13] have approximated shapes
where edges of the graph are the transitions between as polygonal curves: for each vertex, a local feature is
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defined by considering the internal angle at the vertergions to the main silhouette are fundamental and must
the distance from the adjacent vertex, and the vertex included in shape representation. Authors in [11]

coordinates. Petrakis, Milios in [25] haveconsider that an object is modeled by a collection of parts
approximated shapes as a sequence of convex/con@avanged in a deformable configuration. Each part

segments between two consecutive curvature poirgacodes local visual properties of the object, and the
Concave and convex sections are used in [23] thlisformable configuration is characterized by spring-like

use a set of segmented contours fragments brokeca@tnections between certain pairs of parts. This method
points of high curvature. The longest curves amdlows finding features such as eyes, nose and mouth,
selected as keys curves, and a fixed-size templatatil the spring-like connections allow for variation in the

constructed. The template represents not just ttedative location of these features. For people, thespart

keying fragment but all portions of other curves thatre the limbs, torso and head, and the spring-like
intersect the square. Author in [8] present a nesennections allows for articulation at the joints.

method based on concavity code to partition a digital A new part-based method for image representation

contour into concave and convex sections and Iab@Sproposed in [34] where authors presented a Bayesian

each point with a string. framework for parsing images into their constituent visual
Methods based on the reference points of outlipatterns. Image parsing is defined as the task of
shape. Authors present in [20, 21] propose decomposing an image into its constituent visual patterns.
multiscale curvature-based shape representatibime output of any image is represented by a hierarchical
technique for planar curves. In [31] set of referenggaph similar to parsing sentences in speech and natural
points such as corners and bi-tangent points whigimguage. The shape is first divided into many regions at
are stable under the various transformations are usedoarse level. These regions considered as shapes are
to represent shapes. Shape is partitioned at poifoigher decomposed into different regions in the second
where the shape curvature is minima. These poifgsel and so on.

identify tokens that correqund to protrusions of the gyen if each one of the proposed method for outline
curve and can be used as signature [5]. shape and shape description verifies some or all properties
Methods based on the attributes of outline shape.réguired in computer vision applications such as structure
[1], silhouette is described with one dimensiongreserving, invariance to rotation, translation, scale
descriptor, which preserves the perceptual structutegange, easiness in computation ..., nevertheless, the
of its shape. The proposed descriptor is based on iheposed descriptors are numerical values stored with a
moments of the angles between the bearings ofgecific data structure.

point on the boundary, in a set of neighborhood o 4im is to homogeneous all databases of shapes
systems. At each point of the boundary, the angig,qels and to offer accessibility to all users. For this, a
between a pair of bearings is calculated to extrgdimmon and compact format of representation is
the topological information of the boundary in 8gcommended. In addition to known criterions of any
given locality. In [4], shape is represented directhyhresentation of shapes, this format must be easy to
by its contour in term of the angle from the centroffljey easy to compare and efficient for computation and
and normalized radial length. This method producggrage. The written of the shape descriptions with an

a numeric result and preserves the shape informaliQiy| janguage is the format that satisfies these criterions.
Shape is also represented by invariant points obtained

using properties that are preserved under projection, 1acking in account the above recommendations, we
such as tangency [24]. Authors in [30] propose {OPOS€ in this paper is a new method for shape
method for detecting the silhouette curve, computif§Presentation and description parsing the shape into

its pedal curve (defined as the set of its tangent Iiné’éﬁter contour and interior regions. Relatively t.o thg work
and constructing its signature. of’Z. Tuet al. [34], the output of shape parsing is our

case is both a tree structure and a geometrical description

Method based on the shape context introduced dpq| gutline regions of the shape written with an XML
describe the coarse distribution of the rest of ”I"Enguage.

shape, with respect to a given point of the shape [3]. ~_. i
Firstly we propose a part-based method for silhouette

Appearance-based methods proposed initially by Fresentation that decomposes silhouette in parts and
Murase, S. K. Nayer [22]. separating lines and describes them geometrically. The
A review of shape representation methods can bktained description is translated to a textual marked

found in [6, 37] descriptor using a proposed language XLWDOS (XML

Silhouette associated to the image of object istrnguage for Writing Descriptors of Outline Shapes)

sufficient in many cases for recognition of object. Internkt6l
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We assume that shape may contain internal regio
These regions may also contain internal regions, and
on. Shape is decomposed at a coarse level into
constituent internal regions. Each one is considered &
shape and recursively is decomposed into regions in
second level and so on. The output of shape parsing
represented by a tree structure translated using a r
textual marked language noted XLWDS (XML Languac
for Writing Descriptors of Shapes) into XML description

The proposed method verifies the uniquenes
invariance to translation, rotation and scale chan
properties. Compared with existing part-base
representations, the proposed scheme provides
following additional properties: Coding of shapes wit
an XML text, reducing the size of computed descriptio_
the easiness for index extraction and the preservatior‘l
perceptual structure.

This paper is organized as follow: Section 2 describ&§ure 1: The rectangle of minimum area encompassing
the part-based method for representing objects from their silhouette

silhouettes. In section 3, we present the XML version of
the language LWDOS allowing writing silhouette
descriptors. Section 4 introduces a new descripti
method of shapes tacking in account the internabmnsg

and the XML language noted XLWDS (XML Languagt
for Writing Descriptors of Shapes). In section 5 w
present and discuss some results of experime
conducted over real images demonstrating the utility
this description. Finally, section 6 concludes this pape

2. DESCRIPTION OF SILHOUETTES

2.1. Silhouette Decomposition
Let:

— Shbe a silhouette that is assumed extracted from °
background of the image

L. Y
— RMbe the rectangle of minimum area encompassi
the silhouettes

— OXYbe the coordinates system attacheRNbso as Figure 2: The set of concave points
O corresponds to the highest left corneiRdd, the

X—axis andY-axis are associated respectively to the Concave point§, so asf,(Q) = 0 andf(Q) = 0,
width and the length dRM these points will be noteld, andN

— (X, Y, be the X and Y- coordinates of any pa@it ~ Concave point®, so ad’, (Q) # 0 andf', (Q) # 0
of the outline contour of the silhouette relatively tdVe define:

the systenOXY — the separating lines\() as the line passing by the
- f, andf, be two functions so ag(Q) =X, andf (Q) concave pointM, parallel to the Y-axis, and

=Y, appertaining only to the silhouetf

Four kind of concave points may be located onto the the separating lineA{,) as the line passing by the
contour boundary of any silhouetsqsee figure 2): concave pointN, parallel to the X-axis, and
— Concave point§ so ad’ (Q) = 0, these points will ~ appertaining only to the silhouette

be notedV, From this definition, the set of linea J decompose

— Concave point® so ad’ (Q) = 0, these points will the silhouetteS into parts following the X-direction
be noted\ (see figure 3) and the set of lines’ ) decompose
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the silhouette into parts following the Y-direction (see
figure 4).

Figure 4: Y-Decomposition of (S)

When many concave points, br N) appertain to
the same separating line, the separating process is
identical. Figure 5 illustrates an example of this case.

We call junction line the separating line followed by
a single part and preceded by many parts and we call
disjunction line the separating line followed by many
parts and preceded by a single part.

The result of silhouette decomposition is then a set
of parts, junction and disjunction lines. The uniqueness
of the rectangle of minimum area encompassing the _ _

ilhouette implies that the uniqueness of the pro os':é%ure 5 Case where many concave points appertains fthe
S 8 p q prop same separating line (a) the silhouette (S), (b) the
separating pattern. X-Decomposition of (S), (c) the Y-Decomposition of §S
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However, often silhouettes may have the sar@e2. Geometric Description of Parts

decomposition; the difference is then performed USiFﬁJ,e boundary of any part is decomposed into left and
the geometry of external contours of parts and then houndary. Depending on the part position, the two

disposition of parts relatively to the partitioning ”nesextremities of each boundary are given in table 1 and
We show in the next subsection how these elements @R ated on the example of figure 6

described.

Table 1
Extremities of boundaries part

Left boundary

Right boundary

Position of the part Beginning point End point

Beginningnpoi End point

A separating line
follows the part

The highest left point The ultimptent of

the separating line
The first point of the left The Laweight poi
boundary after the
separating line

A separating line
precedes the part

the left boundary before

of boundary part

The highest left point The ultimate point of the
right boundaejore

the separating line
The Lowegiht point of

boundary part

nt The first point of the right
undary after the

separating line

A first separating

line precedes the part
and a second separating
line follows it

The first point of the left The ultite point of the
boundary after the first lefifdary before the
separating line second seppliat

The first point of the right
boundary after the first
separating line

The oitite point of the
right odbary before the
second separating line

The part is then described by its reference numbe

.. . . Right Boundary
(apparition order) and the geometry of its two boundarie /

[t
Left Boundary
/ Part1 \

Left Boundary Part 2

N

Using curvature points, each boundary is segmente:
into elementary contours whose description is definec
by the following parameters (see figure 7):

S
Right Boundary

/

Type that may be: line, convex curve or concave

curve Part3

Degree of concavity or convexity of the curve.
The degree of a curve (C) is computed as the
ratio of d and the distance of the correspondent
chord of (C), where d is the maximum of
distances from points on the curve to associatec
chord

Part 5

Angle of inclination of the line or the curve. This
angle is defined by the line joining the twdrigure 6: Boundaries of parts
extremities of elementary contour and the X-axis o
in case of Y-decomposition or the Y-axis in case
of X-decomposition.

i

Length of the line or the curve computed as the
number of rows (or columns in case of horizontal
primitive) between its two extremities.

Length of (ab)

=

Concave curve

Length of (bc)

The use of these parameters allows a geometri
description of the part. The accuracy of this description
depends on the good location of curvature points.

Length of (cd)

2.3. Geometric Description of Separating Lines

In order to describe the position of each part onto the
separating line, we decompose this line into segments
Each one of these segments is described using thre®
parameters (see figure 7):

’Y

Figure 7:

Description of elementary contours
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— Type of the segment: it may be Shared if it joirﬁght) boundary of the par® where (a ,a )are the
two parts, Free-High if it follows only the high '

part or Free-Low if it appears only before th
low part, The partP may be drawn by fixing the end poimt) (

— the reference numbers of parts that it joins and the draw of the contoug, §/) knowing its length,
inclination angle and concavity or convexity degree in

Beginning points andz ,z' )are the end points.

—  the length case of curve contour. Each one of other contours of the
_ Eachseparating line (junction lin ) or disjunction |eft houndary: ... cb and ka will be drawn using their
line (D, )) will have the following description: computed end point and their description. The right
((Type, ReferenceNumberl, ReferenceNumber2bpundary is drawn following the same steps.
Length), To joint the two boundaries, three cases may occur
(Type, ReferenceNumberl, ReferenceNumber2(see Figure 9):
Length), ....... , Case l:a = &, andz =z (it occurs when the
(Type, ReferenceNumberl, ReferenceNumber2silhouette contains only one part)
Length)) Case 2a =&’ andz = Z, (it occurs when this part is

wherek is the number of segments, ReferenceNumbéalowed by a separating line)

appears only in case where type of segment is shared. case 3a»a andz=Z (it occurs when this part

We describe for example the junction line of figure 8 dgllows a separating line)

follow: Case 4a =& andz#Z (it occurs when this part is
((Free-High, Part2, Valuel), (Shared, Part2, Part3gighbor to two separating lines)

Value2), (Shared, Partl, Part3, Value3), (Free-Low, Part3, The |eft and right boundaries of any part for the three
Valued4)), where Valuel, Value2, Value3, Value4 aigses 1, 2, and 3 have a common point and therefore the
respectively the length of the four segments of th@rt drawn corresponds exactly to the described part (see
junction line. Figure 10). However, in case 4 the two boundaries may
be drawn but the distance between their beginning points
and the distance between their end points are unknown.
Each one of these distances is computed as the sum of
lengths of segments appearing in the correspondent
separating line that refers to this part. Figure 10 illustrates
Shared / free Jow the result of the drawing process of parts and partitioning

ey A

Part1

Part 2

fump—) : lines of the silhouette of figure 1. There are two parts of
free-high Shared case 2, two parts of case 3 and one part of case 4.
Part3 .
Junction Line 1 -
Ay By G
a4 ay  a a
P4 | Part 4 ) is Part 5 ) Disjunction Line 1 = T 2
Figure 8: Description of partitioning line ! oo
T4=7y 15=75 a "
ap-a'y b;i "\’h:
2.4. Properties of the Silhouette Description Sy 3{ ____________ \>c-3
Part1 )
The method presented in this paper for silhouet o e S o A,
representation verifies the following properties: ! i 2 - <
o
Property 1: Uniqueness and preservation 0Igigure 9: Result of separation of silhouette into pars and
perceptual structure partitioning lines

The description of silhouette proposed reflects Once the parts are drawn, they will be positioned

prem;ely the geometry of_|ts contour. Thus, 't may t?—:§<actly on the separating line using the length of each
possible the reconstruction of the silhouette Whoggyment and the parts that are linked
; .

accuracy depends on the accuracy of the bounda _ _
description. We explain in follow how the outline may We are studying the accuracy of silhouettes

be drawn from its description without ambiguity. reconstruction from their description for visualizing
images in multimedia applications. We can already note

Let @, b,....,X, ¥, 2) (resp.(@’,b; ....x",¥%" ,2" ) that the accuracy of silhouettes reconstruction depends
be the set of curvature points located on the left (resm the nature of its boundary and on the result of its
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Figure 10:Different steps of the drawing process

segmentation into elementary contours: more curvatuninimum area encompassing the silhouette implies the
points increases the accuracy of the reconstruction. invariance to rotation of this description because the

Property 2: Invariance to rotation uniqueness of this rectangle (see Figure 11).

The result of the decomposition process described FOr €ach silhouette, the minimum bounding box is
above depend on the position of the silhouette relativéfptly computed and its highest corner M is located (see
to the coordinate system OXY. The sweep up of tfigureé 12). A rotation of the box is performed with an
silhouette following one of the directions of rectangle GN9!ep around the point M so as its width coincides with

)

(a) (b)

Figure 11: Outline shape (a), the convex hull (b) anthe minimum bounding box associated (c)

o X

S

N
v

Figure 12:Position of the coordinate system OXY aéfr the rotation of the minimum bounding box
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the rows. The coordinates system OXY is then attached <L>, </L> and <R>, </R> are the marks indicating
to the box so as OX coincides with rows and OY with the beginning and the end of respectively the left and
columns. More explanations are given in the right boundary,

experimentation section. — v, cc, r indicate respectively convex, concave, and

Property 3: Invariance to scale change right contour

The use of absolute lengths produces an absolute For example, the text: <P1><L>cc 25 90 40</L>
description of silhouette. For computer vision applicatiordR>r 180 40 r 90 40</R></P1> corresponds to the
as recognition of objects, relative lengths are useddescription of part 1 where its left boundary is composed
guaranty the scalability property. All lengths are computéy a concave contour with 25% as degree of concavity,
relatively to the length of the minimum bounding box. 90° of inclination and 40 pixels as length. Its right

boundary is composed by an horizontal contour oriented
3. AN XML LANGUAGE TO WRITE THE toright (180° of inclination), 40 pixels as length followed
DESCRIPTION OF OUTLINE SHAPES by a vertical contour (90° of inclination) with 40 pixels

In the literature, the use of XML language for codingS length.
shapes has been proposed but only for describin
particular shapes. In [35], authors propose a setd
coordinates X, y) written following XML format to The separating line that may be a junction or disjunction
represent drawn shapes. The XML language is also ubed is described as follow:

for the description of specific shapes (square, rectang|éhction line—s <J JunctionNumber> Segment...
...) in the SVG format of images. Segment </J JunctionNumber >

The writing of images descriptions with an XMLp;g
language facilitates for images database the

communication with different systems. It permits also the

easy extraction of image information from the XML file>€9ment — s High-Part-Number Low-Part-Number
for data base indexation. Length / w Low-Part-Number Length / h High-Part-

Number Length
In [20] we have proposed a marked Iangua(\;ﬁ{ e

LWDOS writing descriptors of outline shapes. We prese

in this section the XML syntax of this language. We give <J>, </J> and <D>, </D> are the marks indicating
firstly the set of rules allowing the writing of description  respectively the beginning, the end of junction and
of parts and separating lines. Thereafter, we introduce disjunction line

the notion of composed part that permits the grouping_of j,nctionNumber is the order number given to the
all components of the silhouette. junction line

.2. Description of Separating Lines

junction line— <D DisjunctionNumber > Segmept
Segment </D DisjunctionNumber >

3.1. Description of Silhouette Elements - D.is_junct_ionl\_lumber is the order number given to the
disjunction line
3.1.1. Description of Parts — s, w, h denote Shared, FreeLow and FreeHigh

The part is defined by its reference number and the attributes for the segments
geometry of elementary contours of the left and right g example, the text: <J1>w P5 40 s P1 P5 40 w P5

boundaries. Its description is written as follow: 40 s P2 P5 40 w P5 40 </J1> corresponds to the
Part— <P PartNumber> LeftBoundary RightBoundargescription of the first junction line and means that is
</P PartNumber> composed by five segments. The first, the third, and the
LeftBoundary— <L> Contour, ... Contour, </L> fifth appertain only to the fifth part and have as length

RightBoundary— <R> Contour. ... Contour </R > 40 pixels, whereas the second appertains to the first and
! " hf/ifth parts and have 40 pixels as length, the fourth

Contour— C\_/ Convexny—degr(.ae In.cllnatlon—angle Lengt appertains to the second and fifth part with 40 pixels as
cc Concavity-degree Inclination-angle Length /IEngth.

Inclination-angle Length
where: 3.1.3. Description of Composed Part

— PartNumber is a set of characters indicating thgs gefine a composed part as the set of two (or more)

reference number of the part parts joined to another part using junction or disjunction
— <P PartNumber>, </P PartNumber> are the marfe. We write the composed part as follow:

indicating the beginning and the end of the pagomposed Parts <CP> P P P 1P </CP>/
whose number is PartNumber. 172 Ta Yk Ton



Textual Description of Shapes 69

<CP>PD/P P, ... P </CP> 3.2. Computation of the Composed Part Associated
Where: to the Silhouette

— <CP> and </CP> are the marks indicating thEhe final composed part associated to the silhouette is
beginning and the end of the composed part written using the result of silhouette decomposition into

parts and separating lines. In case where one part (P1)
composes the silhouette, the correspondent composed
— J and Drefer to the description of partitioning linegart is then written as: <CP>#CP> (see figure 13.a).

The composed part may be also the grouping of pafherwise, there are many parts, junction and disjunction

and composed parts. This allows the writing of alihes. In this case we write for each separating line the
components of the silhouette. correspondent composed part that may have one of the

For example, <CP> <CP> P1 P2 J1 P3</CP> p4 '§$J0WiNg expressions:
P5</CP> is a composed part that groups the composed <CP>F ..... F J F</CP> that means: a set of parts
part <CP> P1 P2 J1 P3</CP>, the parts P4, P5 and theP, -----F, are joined through the junction linetd

— P refers to the description of the part number i

junction line J2. one part P(see figure 13.b).

o _ - <CP>PD, P, .... P </CP> that means: a partif
3.1.4. Description of the Silhouette joined through a disjunction line to set of parts
To write the descriptor of silhouettes we use following Py -----F, (see figure 13.c).
syntax: - <CP>Fk>l ..... P.J P, </CP>and <CP>®D_P_
<DXLWDOS> P_</CP> that means: a set of parfs P... P
<Name>Object name></Name> are joined through the junction lingtd many parts
Description of the composed part associated to the Pmi - Pno (S€€ figure 13.d). In this case, the
silhouette separatrng line is both junction and disjunction line.

The empty part that is notedwhose left and right
boundaries are empty is used in order to obtain the
same syntax for composed parts.

(a) (b) (c) (d)

Figure 13:Possibilities of composed parts

</DXLWDOS>

We call principal part any part Bppearing at the For example, the two composed parts written for
right of junction line or at the left of disjunction line inthe silhouette of figure 14.a are:
the expression of composed part, otherwise, it will be .
P P P CPJ: <CP>P P,J P</CP>

called a secondary part. CPJ: <CP>RP,J P</CP>

The substitution of CRJin CPJ gives the
escription of the silhouette

After the writing of all composed parts, a process of
substitutions is performed in order to obtain tr:/@
composed part corresponding to the silhouette.

assume that we have written a set of GBdmposed <CP>F, <CP>R P, J, P</CP> ] P</CP>

parts with junction lines) and a set of CF(Domposed Rule 2 If P, appears as a principal part in two
parts with disjunction lines), the process of substitutiom®mposed parts CPand CPJthen Pin CPD, is
works as follow: replaced by the expressron of GPJ

Rule 1 If P, is a principal part in composed part ~For example, the two composed parts written for
CPJand a secondary part in another composed part Cthg silhouette of figure 14.b are:
then Pin CPJis replaced by the expression of CPJ CPJ: <CP>P P,J P</CP>
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CPD;: <CP>B D, P, P</CP> Applying the rule 3 for CPDand the computed CPde

The substitution of Pin CPD, by the expression of 00tain the composed part of the silhouette:
CPJ gives the description of the silhouette: <CP><CP>PD, P, P</CP> <CP>PD, P, P</CP> ]

<CP><CP>PP, J, P</CP> D, P, P.</CP> P</CP>

Rule 3 If P appears as a secondary part in Gipd Rule 4: If P, appears as a principal part in CRIDd
CPD, then Pin CPJ] is replaced by the expression oftS @ secondary part in another GPben Pin CPD, is
CPD replaced by the expression of CPD

k* .

For example, composed parts written for the FOr example, the two composed parts written for the
silhouette of figure 14.c are: silhouette of figure 14.d are:

CPD; <CP>P D, P, P</CP> CPD;: <CP>R D, P, P</ICP>

CPD,; <CP>P D, P, P</CP> CPD,: <CP>F D, P, R</ICP>

CPJ]: <CP>P P.J P</CP> The substitution of Pin CPD, by the expression of

' 4 571 7

CPD, gives the description of the silhouette:
<CP>P D, <CP>BE D, P, P</CP> B</CP>

2 45

Applying the rule 3 for CPPand CPJwe obtain:

CPJ: <CP><CP>PD, P,P</CP> RJ, P</CP>
All of other cases do not occur.

JL1)

(©) (d)

Figure 14:The four cases of composed part

3.3. Grammar of the Language XLWDOS finite set of non-terminal vocabulary,e3/, is the starting

The grammar G of the language XLWDOS (XMLsymboI (in our case, it corresponds to Silhouette), and P
Language for Writing Descriptors of Outline Shapes) 1§ @ finite set of produc;uon rules of the type> 5, where
defined as G = (V. V,, P, S) where: \, V, are a eV andBe(V WV )* of all strmg.. The_ non-terminal
respectively the finite set of terminal vocabulary and ti@cabulary of XLWDOS language is written as:

V,, = {iSilhouette¢,, Composed-Part¢, jPart¢, jList-Parts¢, jloftdary;,
iRight-Boundary¢,, jContour-Descriptor¢, jType¢, iLength¢ ctidarLine,
ilnclination-Angle¢,, iDisjunction-Line>, jConvexity-Degregegoncavity-Degreeg,,
iSegment-Description¢,, jHigh-Part-Number¢,, jLow-Part-NumhbiymPart¢,,
iNumJunction¢,, iNumDisjunction¢,, jSegments¢}

The terminal vocabulary of XLWDOS language is:

VT={s, w, h, <L>, </L>, <R>, </R>, <CP>, </CP>, <P>, </P>, <J>, </J>,<D></D>}

The set P of production rules are:

For example, the following text corresponds to the XL@&descriptor of the silhouette illustrated by figure 15.
<DXLWDOS><Name>Silhouette 1></Name>
<CP>
<CP><P1><L>r334¢v880 112 </L><R>r 1717 cv 9 102 115 </R> </P1>
<P2><l>r87cv33253</Ll><R>r17618cv1413835r95 10r 82 8 </R> </P2>
<J1>s P1P357wP32sP2P3 147 </J1>
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Table 2
Grammar of XLWDOS language

iSilhouette;, —» <DXLWDOS>

<Name> “Silhouette name” </Name>

<CP> jPart¢, </CP>

</DXLWDOS>
iPart¢— jComposed-Part¢/

<P jNumPart¢><L>jLeft-Boundary¢</L><R>jRight-Boundary¢ </RB fNumPart¢ >

iComposed-Parts> jPart¢ jList-Parts¢, jJunction-Line¢, jParté/

iPart¢, jDisjunction-Line¢, jPart¢, jList-Parts¢
iList-Parts¢— jPart¢, jList-Parts¢, / jPart,
iLeft-Boundary¢— jContour-Descriptor¢, jLeft-Boundary¢, / jContour-Destori¢,
iRight-Boundary¢— jContour-Descriptor¢, jRight-Boundary¢,/ jContour-@gsor,
iContour-Descriptoré> jType¢, jlnclination-Angle¢, jLengthg,
iTypes— cv jConvexity-Degree¢ /cc jConcavity-Degreeg¢, /r
ilnclination-Angle¢,— INTEGER VALUE
iLength¢— INTEGER VALUE
jJunction-Lineg—> <J jNumJunctiong> jSegments¢ </J jNumJunction¢>
iDisjunction-Line;,— <D jNumDisjunction¢> jSegments¢, </D jNumDisjunction¢ >
iSegments¢é> jSegment-Description¢, jSegments¢/ jSegment-Désarip
iSegment-Descriptiong> s jHigh-Part-Number¢, jLow-Part-Number¢, jLength¢/

w jLow-Part-Number¢, jLength¢/ h jHigh-Part-Numberngitle¢,

iHigh-Part-Numbers> INTEGER VALUE
iLow-Part-Numbers— INTEGER VALUE
iConvexity-Degrees~> INTEGER VALUE
iConcavity-Degrees> INTEGER VALUE
iNumJunction¢—~ INTEGER VALUE
iNumDisjunction,— INTEGER VALUE
iNumPart;— INTEGER VALUE

<P3><L>r9814cv4297 121 r16510</L><R>r62 17 cv 3689 108 r 113 9r 105 11 </R> </P3>

</CP>
<D1>hP3 27sP3P450hP32jP3P566</D1>

<P4><L>¢cv89868r1396r1717</L><R>r8430cv6 70 39r 336 </R></P4>
<P5><L>r10526r10021r12420r 1584 r 1804 </L><R>cv886 47 cv75022r 186 </R></P5>

3.4. Advantages of the XML Description of Silhouettes

The written description with an XML format gives the
following advantages relatively to the known methods

3.4.1. Efficiency in the Space Memory Occupied
Let’s estimate the size of XML descriptors of silhouette

— NP be the number of parts of (S),
— NPL be the number of separating lines of (S),
— NCPP be the average number of curvature points

</CP>
</DXLWDOS>
Pl -
of silhouettes description:
P2
g J1
(S). Let:
P3
. . D1
| P4§ W PS
Yoo for each part of (S),

Figure 15:Result of the decomposition of silhouettef figure 1

— NCPS be the average number of curvature points
of (S).
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Let’s compute the size of XLWDOS descriptors. These elements constitute the first index that permit

_ In the unfavorable case, each elementary Contourtqndifferentiate silhouettes. A second index that must be
each part is a concave or convex curve. Thirte§tracted from the textual descriptor is actually
characters code the description of each one implyifffyestigated and concerns the geometry of outline
that the size of the description of the part is equal fPntour.

(NCPP + 1) x 13 + 25 characters, where 25 are
characters corresponding to the marks: <Pxx> <%

</L> <R> </R> </Pxx>. 4.1. Basic Principle of the Method

— The number of segments of all partitioning lines igne yse of silhouettes descriptions for object recognition
(NP —1) x 3 considering the unfavorable case whegg, syfficient in many cases. When shapes contain
each part has three segments in the corresponqgqtna| regions corresponding to specific texture or color,
separating line. The description of each segmentigs can facilitate the recognition process. The set of
written using 13 characters (x Pxx Pxx xxx), thefyernal regions constitutes additional information that
the separating lines are described using (NP — 1) %s the obtaining of faithful description for shapes
x 13+ NPL x 11 characters, where 11 is the numbgry more information for shape comparison in the

ojlgharacters of the marks: <Jxx> </Jxx> or <DXXggcognition process of objects from their 2D images.
</Dxx>.

DESCRIPTION OF SHAPES

We assume that image is segmented into regions

—  The number of composed parts is equal to the nUMREF eshonding to shapes and internal regions that they

of separating lines, then they will necessitate NPLgfcompass. Internal regions may contain recursively
9 characters, where the number 9 corresponds to im%rnal regions and so on.

tags: <CP> </CP>. . . .
Any shape is then characterized by the list of

- ggebheader size of XLWDOS descriptor is equal Echcompassed regions, the inclusion relation between
ytes, regions, the position of each region in the image and the

The size of the XLWDOS descriptor is then equal to: description of each region (the geometry of its outline
Size = NP x (NCPP + 1) x 13 + 25 + (NP — 1) x 3 x 13centour and its color).

NPL x 11 + NPL x 9 + 32 Having these attributes, we can represent the shape
Size = 13 NP x NCPP + 52 NP + 18 + 20 NPL with a tree structure where the node root corresptinds
Size = 13 x NCPS + 53 NP + 18 + 20 NPL the outline shape, nodes correspond to internal regions

. . . and children nodes of any node correspond to the set of
The memory space is a linear function of the number

of curvature points of the silhouette (NCPS). encompassed regions (see figure 16).

The first advantage of the proposed method is th (/5?
compactness in storage space: descriptors of silhoue * e : /;_\
are stored using few hundreds of bytes. More results (P00 ) (10
given in fifth section. N

3.4.2. Easiness for Indexation

. . L Figure 16:Shape parsing into internal regions and thassociated
Another advantage is that stored information is structured . pstrﬂ Ctureg g

into elements (parts, junction and disjunction lines) and
relations between these elements. From the XM\e associate for each region the notatiﬁ)mﬁere:
descriptor it is easy to extract the following elements:_j corresponds to its position (level) in the tree

— Number of parts: computed as the number of <L></ beginning from the bottom to the up. This value
L> or <R></R> begins from zero.

— Numbers of junction and disjunction lines: computed j corresponds to its order number relatively to region
as the number of <J></J> and <D></D> having the same level. This value beginning from 0

— Position order in the silhouettes of junction and is given to regions located sweeping top-bottom and
disjunction lines left-right the image.

— Number of parts neighboring to each junction or Thus, the level zero (0) is given to regions that not
disjunction lines contain internal regions. The level one (1) is given to

— Position of parts onto the separating lines which figgions that contain regions of level 0. In general case,

indicated by the list of characters s, w, and h as writtdre level (n) is associated to regions encompassing
in the descriptor. regions of level less or equal to (n-1). For example, the
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image of figure 16 contains for example three regionsaifea RM encompassing it. For silhouette description, we
level 0 (S, S, S,) and one region of level 1 (3 use the language XLWDOS presented in the third section,
encompassing § S ,and one region G of level 2 whereas the position and orientation of RM are

containing $, and 3, respectively the position of its highest left corner and the

The tree structure can be automatically achievi}flination angle aligning its width with image rows (see

starting from a segmented image, by the location on e 18).

image all elementary regions that are regions not The following algorithm summarizes all steps of
encompassing other internal regions. For each of thebape decomposition and representation:

regions we associate the level 0. The next step is mﬁorithm

location of regions of level 1 that are regions .

encompassing regions of level 0. We repeat this treatmgfg'"

in order to locate regions of level i corresponding to Locate all silhouettes

regions that encompass regions of level less or equaFtw each elementary silhouette (that not encompasses
(i-1). An order number is given for regions of the sanmher silhouettes)

level starting from zero by the sweep of the image fromp

the top to bottom and left to the right. . .
3 g * Compute the associated minimum rectangle RM

In case where regions of level less or equal to (k-1) Compute the XLWDOS descriptor

are neighboring one to other, a new region of level (k) is . .
created and added in the tree as the union of thesesegio ° f;\;;rth; )é and Y-coordinates of the highest left

Figure 17 illustrates an example where the new region _ o _
S,, is the region obtained as the union the neighboring *  Save the rotation angle b aligning the width of
regions §,, S, §,and §,. RM with image rows

At each node of the tree structure we must add a set©  -€vel-of-silhouette=0
of attributes describing the outline region (silhouette), EndDo
the position and orientation of the rectangle of minimuQurrent level =1

Figure 17:Case of neighboring internal regions

() (b)

Figure 18:(a) Initial shape, (b) minimum rectangleof internal region
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Repeat Recursively, if any internal region contains other

While there is silhouette encompassing silhouett¥ernal regions, we use the same syntax to describe its
verifying internal regions.

Level-of-Silhouette < Current level The grammar of the language XLWDS is the same

Do as of XLWDOS with the following additional rules:

» Compute the associated minimum rectangle RM Table 3
«  Compute the XLWDOS descriptor Additional rules of the grammar of XLWDS language
» Save the X and Y coordinates of the highest |&ft> <DXLWDS> <Name> “name of the shape” </Name>

corner of RM iShape¢
. . . </DXLWDS>
» Save the rotation angle b aligning the width of o _ , _
RM with imade rows iShape¢— <Shape> jPosition¢, jOrientation¢,jSilhouette¢, jSgst-
9 </Shape>
» Level-of-silhouette= Current level iList-1S¢, - {IS¢, iList-IS¢/ IS¢,
EndDo iIS¢ = <IS><Name> “name of internal shape” </Name> jPosgion
Current level = Current level +1 iOrientation¢ jSilhouette¢
Until all silhouettes have been processed <hs>1
End <IS> <Name> “name of internal shape” </Name>

iPosition¢, jOrientation¢, jSilhouette¢, jList-IS¢,
4.2. An XML Language for Writing Descriptors of <hs>
iPosition¢— jX-Position¢, jY-Positiong,

Shapes
iX-Position¢— INTEGER VALUE
An_)_(ML Iangt_Jage noted XLWD_S (XML Lan_guage foriY_Posmon(ﬁ INTEGER VALUE
ertlng_ Descrlptprs of Shapes) is propo§(_ad in this PAP& e ntations—> INTEGER VALUE
for writing descriptors of shapes. In addition to the rules

of the language XLWDOS, we must add rules in orderjlo3 Properties of LWDS Descrintors
describe the inclusion of silhouettes. - F1op P

. . . . In addition to the properties of XLWDOS descriptors that
Shape may be a silhouette without internal silhouette o . o .

. . . . also verified here, each internal region is described
or contains at different levels internal silhouettElse

. ) . ; independently of the shape where it appears.
following syntax is used to describe recursively thlé : P .
inclusion: onsequently the identification process may recognize
' it independently and this will contributes in the

<Shape> recognition of the shape.

Position of the highest left corner of the minimum  Another property is the easiness for extraction of
rectangle encompassing the outline shape Orientatigfiex from the LWDS descriptor constituted by the

of the associated minimum rectangle number of internal regions, the index XLWDOS of each
XLWDOS Descriptor of the outline shape region, and the tree that corresponds to the structure o
<IS> the set of regions.

Position of the highest left corner of
associated minimum rectangle 5. EXPERIMENTATION

Orientation of the associated minimung. 1. Silhouettes Extraction and Computation of

rectangle XLWDOS Descriptors

XLWDOS Description of the outline shapg, our work we assume that silhouettes are located using
</1S> image segmentation. A Graphic interface was developed
...... with Visual C++ under Windows 2000XP for the
<IS> computation and visualization of XLWDOS descriptors

Position of the highest left corner ofof silhouettes. Once the image is loaded, the following

associated minimum rectangle steps are performed:

Orientation of the associated minimum- Computation of the rectangle of minimum area RM

rectangle encompassing the silhouette

XLWDOS Description of the outline shape_  Rotation of the silhouette around the highest left
</NS> corner of RM in order to align the width or the length

</Shape> of RM with image rows. The first rotation of RM
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with anglef,, aligning its width, allows the sweep  We used the software provided for research purposes
of the silhouette in the length direction of RM. They Y. Deng, and B. S. Manjunath [10] where the essential
second rotation with anglg, aligning its length, idea of segmentation method (JSEG) is to separate the
allows the sweep of the silhouette in the widtbegmentation process into two independently processed
direction of RM. stages, color quantization and spatial segmentation. In

Decomposition of the silhouette after rotation intine first stage, colors in the image are quantized to several
parts, separating lines and curvature pointge_-presenting classes that can be used to differentiate

Chetverikof's algorithm [7] is used for the locatioff€dions in the image. This quantization is performed in

of points of high curvature (see annex 1) that uske color space alone without considering the spatial

two parameters: angle & and distance d. After thilistributions. Afterwards, image pixel colors are replaced
the program computes the attributes of differe Y their corresponding color class labels, thus forming a

contours and displays the XLWDOS descriptor argSS-map of the image.
the partitioning result. Figures 19.a 19.b illustrate image of a car (toy) and

In order to locate the outline shapes in image, a gd§ correspondent silhouette is extracted using the
segmentation technique is required. segmentation method JSEG [10].

(d)

(e) (f)

Figure 19:(a) Image of moving car, (b) Extracted #houette, (c) The associated minimum rectangle, (dptation of the silhouette (e)

RM encompassing the silhouette of the car. The rotatiol
of the silhouette around the highest left corner of RM are
performed with3 = —5.33° (see figure 19.d). We illustrate
in the same figure the results of its decomposition usin
two different values of the parametgrthe value of d is 5
pixels. The size of computed XLWDOS descriptors is 731
bytes fora. = 150° and 815 bytes for= 160°.

silhouette is extracted after image segmentation int
regions using JSEG method [10]. We illustrate by this
figure the obtained results applying the same step
described above for the computation of XLWDOS
descriptors.

Silhouette decomposition for d = 5 = 150°, (f) Silhouette decomposition for d = 55 = 160°

Figure 19.c illustrates the rectangle of minimum aree

Figures 20 and 21 illustrate the case where th¢

The second group of images used for the

experimentation is the database of shapes of ETH80_of

Figure 21:The same steps applied for the computatio of

B. Leib_e and B. Schiele [17]. We present in tat.)l.e 4 for XLWDOS descriptors for the two located silhouettes
some silhouettes the results of their decomposition. (Glasses and scissors)
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Table 4
Computation of XLWDOS descriptor for some images of TH database [17]
Silhouette Minimum Rectangle Silhouette after rotation Decomposition
+87.18°
cow
B= +89.08
= +89.27°
horse B
Table 5
Comparison of the size of different formats
Y-XLWDOS, Y-XLWDOS, BMP Format GIF Format JPG Format |&chBormat
X-XLWDOS X-XLWDOS
Descriptors Descriptors
a=150° a=160°
Car 673 Bytes 745 Bytes 12 KB 2 KB 6 KB 149 KB
731 Bytes 815 Bytes
Cup 632 Bytes 897 Bytes 15 KB 3 KB 7 KB 156 KB
854 Bytes 1.09 KB
Glasses 1.18 KB 1.13 KB 8 KB 2 KB 6 KB 144 KB
1.36 KB 1.35 KB
Scissors 766 Bytes 1.03 KB 9 KB 2 KB 2 KB 145 KB
1.02 KB 1.06 KB
Cow 795 Bytes 1.26 KB 28 KB 4 KB 13 KB 184 KB
920 Bytes 1.44 KB
Horse 1.77 KB 1.68 KB 29 KB 3 KB 11 KB 186 KB
1.68 KB 2.20 KB
Discussion We give in table 5 the size of the two computed

The major results of the proposed method are:

XLWDOS descriptors for some silhouettes and their size
in various formats. We can see that XLWDOS descriptor

— Reduced size of computed descriptors. Indeed, {§8nteresting for the occupied space memory. This space
size of silhouettes varies from 100 to 2000 bytgRay be decreased if the XLWDOS descriptors are
according the geometry of the outline: more curvatusgmputed after smoothing the outline shape with a

points imply the increase of descriptor size.

Gaussian filter [20].
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— The semantic contained in the XLWDOS - The XLWDOS descriptor of each region using
description, such as the number of parts, of the two parameters of Chetverikov’'s algorithm
junction and disjunction lines. The set of marks [7]: the angle a and the distance d.
of the descript_or constitutes a good index in for _  The XLWDS descriptor of the shape
database of silhouettes.

B
5.2. Computation of XLWDS Descriptors e jeters Jtometens ook 7 ——
Firstly, we explain how the XLWDS descriptors of sha. (S e >
are computed. Thereafter, we present some rest [ osaio | =m0 -

obtained applying our method over images of interior a e

Segmented Image

exterior scenes.

Starting from segmented image, the following ste| S e £ ’
are performed: ; : . :

Computation for each region of the image, if [ 53 Prscessios]| [ § cotor coateniod

level value (as explained in subsection 5.1) al| Zoueme|| e | V@l
its order number sweeping image in the direCtic . e |
top-bottom and left-right fr Ditece |

— A tree structure is created representing the

organization of different regions. Figure 23:Graphical results of XLWDS descriptor computation
. for the car image
— For each region of the tree, the rectangle of

minimum area encompassing it is computed. The
X and Y-coordinates of the highest left comneg regions are located, SS,, 02’ Land §, The

a][utj thedtrr(‘)tattlrc]);]hanglﬁ allfot\;‘vmg the aligning (iecond step is the location of reglons of level 1. There is
OHs width wi € rows ofthe Image are saveq, o region § that encompassesg SThe third step is

— The region is then rotated with the anflend  the location of § of level 2 corresponding to the outline
the XLWDOS descriptor is computed. shape that encompasses all located regions. After this,

— The ultimate step is the writing of all computeéPr €ach region the minimum rectangle RM encompassing
data of the tree following the syntax of XLWDSt is computed, the X and Y-coordinates of the highest

The first step is the Iocation of regions of level 0.

language. left corner of RM and the value of the angle & are saved.
Figure 24 illustrates this process for the S2,0 shape.
Computation of XLWDS Descriptors The XLWDOS descriptors are computed using the

To validate our method images of 3D objects are uséetated region. All data computed are used producing the
Figure 22 illustrates image of a car (toy). Shagellowing XML file.

corresponding to the object is extracted using JSE
method [10].

Figure 22:Image of a car and the segmented image

Figure 23 illustrates the software is developed th
start from the segmented image, compute and visualiZ

— the different regions using different colors (th
background (Bg) is also colored),

— the tree structure correspondent

— the codification of different colors. When a ney
region is added as the union of neighboring

regl'on a new C(_)Ior not appearing in COIOregigure 24:For S2,0 region, the minimum rectangle, rotted
regions is associated. region, the result of XLWDOS description
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<DXLWDS>

<Shape>
<Name> S2,0 </Name> 46 57 87.58 XLWDO!
descriptor of S2,0 <IS>

<Name> S0,0 </Name> 141 55 -85.10 DXLWDO!
of S0,0</IS>

<IS><Name> S1,0 </Name> 52 87 90 DXLWDOS
of S1,0

<|S><Name> S0,3 </Name>111 102 57.0 S,
DXLWDOS of S0,3</IS> ==
</1IS> _7
<IS><Name> S0,1 </Name> 56 101 6.34 DXLWDO% o © .
f S0.1</IS Figure 26:(a) Initial image of a car, (b) the segmeard image, (c)
0 1</1S> color codification of shapes of the car and assoc¢ed
<IS><Name> S0,2 </Name> 62 100 42.71 tree

DXLWDOS of S0,2</I1S>

<IS> <Name> S0,4 </Name> 153 106 -63.43 The major difficulty for the application of our method

DXLWDOS of S0,4</I1S> is the extraction of the shape and its internal regions.

</Shape> Robust segmentation method is then required for
computer vision applications.

</DXLWDS>

Figure 25 and 26 illustrate other examples of shape CONCLUSION

decomposition and representation by a tree structuresfno{hiS paper we have presented a new method for shape
silhouettes.

representation and description. In the first, we have
explained in section 2 the method for describing outline
shape using parts, junction line and disjunction line. An
The obtained results in conducted experimentation all)ML language is proposed in section 3 for writing
us to assert that the proposed descriptor for shapes d@striptors of outline shapes. We have proposed in section
the following advantages comparatively to othet a new shape description method based on the use of
methods: the main silhouette and its internal regions. Due to the
— the description of interior regions of shapes nature of the decomposition of the shape, the obtained
scription is invariant for scale change and rotation. We

5.3. Discussion

. . . d
— atextual marked descriptor is computed mste%ﬁ
of numerical values

esented also the XML language noted XLWDS that
permit to write textually these descriptors. In section 6
— structured information is produced allowing th@re presented results obtained applying the proposed
easiness for indexation and comparison of shapfisthods over real images
descriptors

Another interesting application of our representation
method is the coding of images using the XLWDS
language. The XML text generated can be used for image
coding and visualization.
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