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Abstract: Recently, it has been shown that there is a lot 

of online reviews being considered resulting in many 

people taking their medication without consulting health 

professionals, as telemedicine is also involved in taking 

their own medication based on the online source. Today, 

we can see that machine learning played an important 

role in the development of the recommendation system. 

The aim of this article is to present a medication review 

recommendation that will help the patient identify 

medication based on the indicated condition. This 

patient rating is used to predict medication 

recommendations based on the stated condition. Ratings 

and reviews are used to predict the patient's 

feelings/opinions based on various processes such as 

corpus, stemmer, text blob used for predicting the 

models and recommending the drugs is done based on 

the sentiment polarity of the reviews based on the 

condition specified.  

Keywords: drug, recommendation, corpus, cosine 

similarity, stemming, sentiment analysis 

1. Introduction: 

Recently, there has been a shortage of health workers in 

countries during this time of the pandemic. Unskilled 

workers.  This has resulted in tele consultations and 

telemedicine services, online consultations have increased 

rapidly today, it is found that about a hundred thousand 
people are affected by drug prescription every year in the 

US due to the restrictions on drug prescribing since then by 

health workers agrees with the result on the basis of the 

knowledge acquired [1,2]. A new study arrives every day 

with more drugs, tests, and access to clinical staff.. With 

online business sector, product evaluation has become a 

mandatory and integrated factor for buyers all over the 

world. Analyze online reviews of certain articles and decide 
based on this rating.  

Online opinion plays an important role in purchasing the 

product. This is true of the healthcare sector, with patients 

reviewing online comments on prescription drugs, their side 

effects, etc., as many are now more concerned about their 

health and wellbeing.  This has led to the online diagnosis of 

their health for themselves. A recent survey found that more 

than 70% of adults search for health-related topics online, 

and around 40% of consumers look for self-diagnostic 

methods online. Recommendations based on your self-

diagnosis. The drug recommendation framework is very 
important, as it can help experts and patients expand their 

knowledge of drugs for specific health conditions. The 

proposed research is a common system that recommends 

drugs to users based on their benefits. These frameworks 

used customer feedback to break down their feelings and 

provide recommendations for the exact needs of the 

patients. In the drug recommendation system, sentiment 

analysis and function engineering[14-41] are used to 

provide drugs for specific diseases based on patient ratings. 

The proposed work is divided into segments as an 

introduction giving a brief idea of the need for this research 

work, literature review gives an impression of previous 
views in this area, section 3 talks about the methodology 

proposed for this research work, section 4 talks about the 

results acquired by different models used for this work, the 

discussion section discusses the limitations of this study and 

finally gives the conclusion of this research work. 
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2. Proposed Methodology 

The proposed methodology is depicted diagrammatically in 

figure 1. The steps involved in the proposed system is as 

follows, the data set for drug review is taken from the UCI 

Machine Learning Repository. This dataset provides patient 
ratings for specific medications along with associated 

medical conditions and a 10-star rating that reflects overall 

patient satisfaction. 

 Features such as the patient rating of the drug, patient 

condition, name of the drug, date of use, and a number of 

useful users, which indicate the number of users who found 

the review useful. This dataset contains several types of 

properties that are categorical, numeric, text, and date. 

Sentiment analysis is the main goal where we have to 

classify a review as positive or negative. The train and the 

test suite are first merged because the main goal is sentiment 

analysis. The opinion of the review is given according to the 
rating, as the opinion of the reviews is not initially included 

in the data set. Feature extraction is done to get a good 

perspective of the reviews to make good predictions. The 

pre-processing serves to prepare the data for further 

processing. The data set is then divided into training and test 

data sets. 70% of the data is used for training and the 

remaining 30% of the data is used for testing. 

 
Figure 1. Proposed Methodology  

Different machine learning classification algorithms[14-25] 

were used to create a mood predictor classifier.  Therefore, 

when building the recommendation system, we normalize 

the useful number through conditions. 

Table 1 and figure 2 show the total number of 10-star 

ratings for the drug. Totally there were 215063 reviews after 

data pre-processing it has become 213869. 
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Table 1: User Ratings(1-10scale) 

 
Figure 2: Bar chart on User ratings (1-10) 

The ratings are converted into positive and negative 

sentiment by using the review polarity and it is converted 

using the condition >=5 as positive and <5 rating as 

negative. Table 2 and Figure 3 shows the total positive and 

negative ratings. 

User Ratings 

Positive 161491 

Negative 53572 

 

Table 2: User ratings after repalacement 

 
Figure 3: chart on User ratings after replacement (1/0) 

 
Figure 4 shows the top 20 conditions that have a maximum 

number of drugs review in the data set. 
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Figure 4: Popular drugs available based on the condition 

4. Results: 

The classification report for the LGBM model is given 

below (Figure 10.2). It can be seen that the accuracy for 
predicting negative mood is 0.85 and for positive mood, it is 

0.91. The biggest difference is between their recall value, 

i.e. 0.73 for negative sentiment and 0.96 for positive 

sentiment. The accuracy of the LGBM is 0.91249. 
LGBoost Accuracy 

The Accuracy of the model is :  

0.9124977946104331 

The confusion Matrix is  

              precision    recall  f1-

score   support 

 

         0.0       0.85      0.73      

0.79     16074 

         1.0       0.91      0.96      

0.94     48087 

 

    accuracy                           

0.90     64161 

   macro avg       0.88      0.84      

0.86     64161 

weighted avg       0.90      0.90      

0.90     64161 

 

Table 4: Classification report on LGBoost 

 

The classification report for the XGBoost model is given 

below (Figure 10.2). It can be seen that the accuracy for 

predicting negative opinion is 0.68 and for positive opinion, 
it is 0.81. The biggest difference is between their recall 

value, i.e. 0.34 for negative sentiment and 0.95 for positive 

sentiment. The accuracy of the LGBM is 0.79521 
 

XGB Accuracy 
 
 
The Accuracy of the model is :  0.7952182790168483 

The confusion Matrix is  
              precision    recall  f1-score   support 
 
         0.0       0.68      0.34      0.46     16074 
         1.0       0.81      0.95      0.87     48087 
 
    accuracy                           0.80     64161 
   macro avg       0.75      0.64      0.67     64161 
weighted avg       0.78      0.80      0.77     64161 
 

Table 5: Classification report on XGBoost 

Catboost is an algorithm for increasing the gradient in 

decision trees developed by Yandex researchers and 

engineers and used for search, recommendation systems, 

personal assistants, self-driving cars, weather forecast, and 

many other tasks in Yandex and other businesses. Including 

CERN., Cloud flare, careem taxi[10]. It's open-source. The 
Catboost parameters are 

CatBoostClassifier (iterations = 10000, learning rate = 0.5) 

 

The classification report for the CatBoost model is given 

below (Figure 10.2). It can be seen that the accuracy for 

predicting negative opinion is 0.74 and for positive opinion, 

it is 0.82. The biggest difference is between their recall 

value, i.e. 0.74 for negative sentiment and 0.95 for positive 

sentiment. The accuracy of the CatBoost is 0.79521 
 

 
CatBoost Accuracy 
 
The Accuracy of the model is :  0.8942971587101198 
The confusion Matrix is  
              precision    recall  f1-score   support 
 
         0.0       0.82      0.74      0.78     16074 
         1.0       0.92      0.95      0.93     48087 
 
    accuracy                           0.89     64161 
   macro avg       0.87      0.84      0.85     64161 
weighted avg       0.89      0.89      0.89     64161 
 

Table 6: Classification report on CatBoost 

 
The performance of the models are evaluated using 10-flod 

cross validation and the score are validated using ROC-

AUC curve as shown the figure 5 and figure 6 
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Figure 5: Accuracy Comparison using cross validation 

 

 
Figure 6: comparison using ROC-AUC curve 

 

Figure 7 show the top 10 drugs based on the specified 

condition. The recommendation of the drug is calculated 

using the review sentiment polarity score for each condition 

divided by total number useful counts that is number of user 

gave positive review. 

 
Figure 7: Top 10 drugs recommendation based on condition 

 

3. Discussions: 

The results obtained from each classification report shows 

the performance of the models based on the review 

sentiments, yet it does not show any recommendation 

framework for real time applications. It still needs 

improvements for further insight on data. In the 

recommendation system we simply taken the polarity score 

of the review and number of users counts and we tried to 

propose on recommendation based on the condition. This 

paper tries to propose one methodology for recommending a 
drug based on the review sentiment and classification 

metrics of the model for this data type. 

4 Conclusions 

The main goal was to predict the opinion of the drug 

reviews given by the patients. Therefore, feature extraction 

was performed to obtain more information about the data 

set, and pre-processing was performed to prepare the data 

for modelling and data analysis. Therefore, feature 

extraction was performed on the basis of data pre-

processing and patient ratings. The revisions were cleaned 

up and the characteristics generated. They were trained to be 

LightGBM, XGBoost, and CatBoost. The best performing 
model is the LGBM classifier, but its accuracy and 

classification report are comparable to the other classifier 

models. The accuracies were 0.91,0.79 and 0.89 

respectively. The classification report as well as the cross-

validation of the models also serve for a more in-depth 

analysis of the model, since the accuracies alone do not say 

much about a classification model. The results are validated 

using the ROC-AUC curve as shown in the previous figures. 
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