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Abstract 

Sentiment analysis has been increasing enormously in recent times due to the broad range of business and 

social applications. Sentiment analysis from unstructured text has recently received significant attention 

from the research community. Now a days people like to comment and share their views on social networks. 

The diversity of social network is an ideal way to extract the sentiments of the people. People use social 

media to express their emotions and comment on most of the events occurred around them. This work will 

focus on determining emotion in line with context dependence within the text. The main challenge is the 

detection of multilingual text in sentences in the domain of stress and depression focused on the local 

languages. In this study various machine learning and deep learning model are tested on benchmarks 

datasets. The machine learning model tested includes support vector machines, random forest and the 

recurrent neural network. The average accuracy the sentiment model provides is nearly about 80%. 

1. Introduction 

Depression is classified as a mental disorder. The 

world health organization has declared depression as 

the world's 4th major cause of disability (Meitei and 

Singh, 2019). Furthermore, there exists a significant 

positive relationship between stress and depression, 

with stress being a potential cause of depression 

(Chiba et al., 2012). Despite the psychological 

effects, as Stanton et al. (2020) indicate, depression 

also adversely affects the physical health of the 

respective individual. For example, according to Lee 

et al. (2015), stress and depression can be a potential 

cause of a poor and weak immune system which 

eventually leads to a vast number of critical and life-

threatening diseases, with gastric cancer being one of 

the widely researched. 

 In today's highly competitive society, stress 

is a huge issue. People might be stressed for a variety 

of reasons, including social, economic, political, or 

personal reasons such as losing a loved one or the 

fear of being ignored by others. If managed well, 

stress can keep one focused and inspired to 

accomplish an excellent job. However, if a person is 

unable to handle stress appropriately, it can progress 

to depression, which can cause long-term mood 

changes plus bad physical conditions. (Hammen, 

2015)  

 Keeping in view the severe and critical 

consequences of stress and depression, the early 

detection of this disorder via the relevant and 

associated prevalent symptoms holds critical 

importance. Early identification of depression plays a 

vital role in an appropriate treatment to reduce the 

adverse effects associated with both physical and 

mental health. However, as Cacheda et al. (2019) 

indicate, there exist limited and a little number of 
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services and tests that provide an accurate prediction 

and detection of a prevailing critical mental health 

disorder. 

 With the advancement of Machine Learning 

and Data Analytics tools, it may now be possible to 

detect or even forecast stress and depression. Social 

media can be a strong tool in this regard, as its use 

has skyrocketed in recent years, regardless of age, 

occupation, or gender. Social media networks such as 

Twitter, Facebook, and Instagram have become a 

significant aspect of almost everyone's life in today's 

global world. People engage with these networks 

primarily in terms of sharing their points of view, 

feelings, thoughts, and emotions. The exponential 

amount of data being generated via these social 

media platforms has made these a potential research 

topic, particularly in terms of text mining. As 

indicated in the Study conducted by Gaind, Syal, and 

Padgalwar (2019), text mining of social media 

content can be effectively be utilized in determining 

the emotional state of an individual. This technique is 

proven to be very beneficial, is widely utilized by 

marketers to understand the behavior of their target 

audience and design effective strategies accordingly 

(Seyeditabari, Tabari, and Zadrozny, 2018). 

 User generated content (UGC), i.e. users' 

status, tweets, photographs, videos, and social 

activity data are often analyzed using an automated 

depression diagnosis algorithm based on machine 

learning. The classification findings of the predicted 

objects are then displayed, with the majority of them 

being presented as a binary result of regular or 

depressive. Thus, if a person is suspected of having a 

depressed disposition, additional resources and 

treatment, including later medical and psychiatric 

diagnosis, can be provided earliest. Because they can 

handle a vast quantity of instant interactive user data, 

heuristic learning algorithms like these are pretty 

successful for the early diagnosis of depression. 

Contribution of the Research: The main 

contribution of this work are: 

• The development of an enhanced lexical 

pattern-based algorithm for the extraction of 

features from Emotion text domain. This 

process is based on linguist patterns linked 

with emotions words. For the said purpose, a 

pragmatic examination will be performed to 

discover how the precision of features 

extraction is related to the lexical patterns. 

• Development of Identification SD 

Identification Matrix to identify potential 
stress and detection emotions texts to see 

how they are represented in the local 

languages.  

The rest of the paper is organized in seven sections 

such that Related work is provided in section 2, 

proposed model is presented in section 3, section 4 

describe results and discussion, recommendations are 

provided in section 5, future direction is provided in 

section 6 while section 7 conclude the findings.   

2. Related Work 

The conventional method which was used to detect 

the depression is referring the patients to the clinical 

depression criteria. With the prevalence of social 

media networks people got more inclined towards 

sharing their emotions on social media. Thus, the 

harvesting the social media is commonly used to 

detect those expressions and classify it. Therefore, 

this part is significant as it comprises of the major 

reasons which led to the need of detection of the 

depression with an addition of the key concept which 

lies behind the machine learning techniques that has 

been extensively used for this purpose. This part also 

comprises of integration of machine learning which is 

widely used for various purposes and hence gain its 

importance in detection as well. Further different 

techniques which have been used for detection is also 

studied and included in this chapter. Moreover, this 

chapter is associated with critically analyzing the 

reliable published papers in order to support the 

content of the respective topic. The researcher 

engages in a thorough discussion regarding the 

challenges associated with the detection of stress and 

depression by utilizing machine learning techniques. 

The use of four classification algorithms Support 

Vector Machine, Random Forest, Linear Regression 

and Naïve Bayes is used. The accuracy of data are 

further enhanced by applying 10-Fold Cross-

Validation.  (Shatte, Hutchinson et al. , Shatte, 

Hutchinson et al. 2019) discussed machine learning 

(ML) applications for mental health, highlighting 

most recent research and applications in practice. 

(Sau and Bhakta 2019) uses five machine learning 

classifiers i.e., Logistic Regression, CatBoost, , Naïve 
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Bayes, Random Forest, and Support Vector Machine, 

were evaluated using the Python programming 

language and the results were promising. A model 

was introduced for voting systems which is trained 

using three classifiers (multinomial naïve bayes, 

gradient boosting, and random forest) and popular 

voting using an ensemble voting classifier is done. 

Preliminary results are evaluated for tweet(Kumar, 

Sharma et al. 2019). (Rajput and Ahmed 2019) 

discussed the role of social media platform to gain 

valuable insights into user behavior. They used 

representative corpus for NLP and also discussed the 

challenges face today that exists on the internet. Their 

focus was on building a corpus from social media 

that is focused on detecting mental illness. They also 

presented a case study and demonstrate the 

effectiveness of using such a corpus for helping 

practitioners detect such cases.  

2.1 The Existing Sentiment Analysis Systems 

Sentiment Analysis methods and approaches are 

thoroughly investigated and compared. The 

comparisons were made on the basis of the used 

datasets in these systems, the research 

algorithms/methods that are used for conducting 

sentiment analysis and opinion mining, application 

areas and many other features. The comparisons 

among various latest sentiment analysis system have 

been made in this section in represented in table 2. 

Table 2 represents the assessment of various 

sentiment analysis systems. In this table, the 1st 

column holds the serial number of various systems, 

2nd column contains the corresponding references of 

each sentiment analysis system, 3rd column shows 

the algorithm(s)/methodology that have been used for 

these systems, 4th column is reserved to the datasets 

used for sentiment analysis, section 5 contains the 

results in terms of various assessment metrics but 

many researchers didn’t mentioned their evaluation 

results,  

 

S. No Reference Methodology/ Algorithm/ Dataset used  Results 

1.  L. P. Spear, 

(2000)  

 

None  

 

None  

 

None  

 

2.  yuan Xue, Qi Li 

, Li Jin, Ling 

Feng, David A. 

Clifton,Gari D. 

Clifford, (2013) 

Single tweet based pressure 

detection, NB, SVM, ANN  

 

 

 

10000 tweets None  

3.  Munmun De 

Choudhury 

,Scott Counts, 

Eric Horvitz 

(2013) 

tHelper, Gaussain Process  

 

 

Twitter  

 

 

4.  

Steve chancellor  

(2019) 

CSC  

 

- None 

5.  

Moin Nadeem, 

(2016) 

Major Depressive Disorder 

(MDD)  Adaptor 

Twitter Accuracy 84% 

6.  Sharath Chandra 

Guntuku  

(2019) 

 

EasyAdpt, ANN  

 

Twitter 

 

Accuracy 82% 

7.  Fatima, Li DASentimental, Depression 142 suicide notes Accuracy 85% 
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,Stella 

(2021) 

Anxiety Stress Scale 

8.  A. Kumar 

(2019) 

social media verbalization 1000 Tweets Accuracy 95% 

9.  Li, Liu  

(2020) 

decision tree, random forest, 

AdaBoost, LDA, and K-

nearest neighbor 

1500 Tweets Accuracy 98.38%  

10.  Richter, Fishbain

,Markus,Levin 

&   Hadas Okon-

Singer 

B. (2020) 

C. Standard Power 

Analyses 

Sample Size of 125 

participants 

None 

11.  Shumaila, Noor 

ul Huda, Amin, 

Samina Khalid 

D. (2022) 

E. Classification, 

Deep Learning and 

Ensemble. 

637  patients  

12.  Patel,Khalaf, 

Aizenstein, H.J 

(2016) 

 SVM, RVR Twitter Accuracy 80%  

13.  Su, Zhang, He, 

K.Chen,  

(2021) 

LR, SVM, DNN with LSTM 1539 patients Accuracy 95.4%  

 

Semantic analysis is a much admired field with a 

huge number of articles published every year. In fact, 

sentiment analysis may be categorized into four main 

areas that are as follows: 

1. The sentiment analysis is not only limited to 

text analysis but it varies up to emotion 

detection and sentiment strength detection. 

2. Sentiment analysis can be conducted at 

different levels of granularity, that are word-

level, document-level, sentence-level, etc. 

3. Sentiment analysis already using diverse 

approaches such as lexicon based sentiment 

analysis, machine learning algorithm based 

on these two approaches. 

4. The data for opinion mining mainly 

extracted from social media networks (like 

Facebook. tweeter etc.) and also from text 

(e.g., product reviews and news articles 

etc.). 

3. Proposed Model 

Generally, data analysis and classification is 

recognized as a dual-step technique in which the 

initiative is the training phase, where a classification 

model develops the classifier by seeking from a 

dataset composed of databank tuples and are linked 

with labels (Dimitris Effrosynidis). A label is nothing 

but a distinct value and each and every value serves 

as a class (Duyu and Furu, 2014). The second and the 

most important step is to manipulate the model for 

classification and then the accuracy and efficiency of 

the classifier is predicted and estimated (U.A 

Siddiqua et al., 2016; Gautam and Yadav, 2014). 

Nowadays the most widely technique used for 

sentiment analysis is ML (Machine Learning) and AI 

(Artificial Intelligence) and in this study, the main 

focus is on how sentiment analysis explores its 

possible methods in Roman Urdu. Mood detection by 

using only words. The average accuracy the 

sentiment model provides is nearly about 80%. There 

are multiple algorithms that are for mood prediction 

like SVM and Random Forest. Most of the papers 

mentioning the tweeter, Facebook and Instagram data 

has been used for sentiment analysis and the big tech 

company’s used this big data and analyze this data to 

check the mood and emotions of the user towards a 

particular thing. To check the mood and opinions of 

people in 2020 from January to May on ‘Metoo’ 

hashtags and also from the women hashtags the 
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Metoo there are 50429 tweets and for hashtags 

Women, there are about 50430 and most of the 

tweets wherein January and the lowest number in a 

tweet for both is on February (Kaur, 2021). As 

mentioned above the Python programming language 

best fits for data analysis and categorization so, for 

Sentimental Analysis, data can be classified and 

analyzed using different Machine learning algorithms 

and techniques. The method for given sentimental 

analysis is the Random Forest Classifier of Machine 

learning (U.A Siddiqua et al., 2016; Gautam and 

Yadav, 2014). 

 

3.1 System Flow 

A ton of corpora are produced for Emotion Detection 

assignments for Arabic, English, French and other 

European dialects. Nonetheless, for South Asian 

dialects particularly Urdu, there is nonexistence of 

typical corpora accessible. In this article, we present 

a dataset called RUED, which is openly accessible 

for the utilization of scholarly exploration reason as it 

were. Our Roman Scripted Emotion corpus includes 

10,000 sentences. Corpus is physically hand-marked. 

The source sentences are gathered from various 

assets. Our assets can be found through 𝐺𝑖𝑡ℎ𝑢𝑏3. [1]
 
 

 

 

Figure: System flow Diagram 

 

A lot of corpuses presented and developed for 

Emotion Detection tasks for Arabic. English, French 

and other languages. However, for most of South 

Asian languages like Urdu, there is a lack of standard 

corpora availability. In this article, a new dataset 

called RUED which is a roman Urdu Emotion 

Detection corpora, which will be available for the use 

of research Community. To the best of our 

knowledge, RUED is Roman Urdu’s first presented 

dataset for emotion detection analysis.

 

3.2 Data Collection 

3.2.1 Data Pre-Processing:  

Algorithm for Normalizing Roman Urdu 

1. Scrap data from social media websites into a 

text file 

2. Clean the existing raw data 

a. Removal of Noise. 

b. Removal of hash tags, Retweets and URLs. 

c. Removal of additional spaces preceding a 

line of text 

d. Removal of additional spaces following any 

line of text 

e. Removal of non English characters and 

numeric values 

f. Replace multiple spaces by a single space. 

g. Consistency in Spelling 

h. Remove punctuation marks 

i. All words converted in Lower-case 

3. Read input from text file. 

4. Compare each and every string with a list of 

Proper Nouns [2] 

3.3 Data Annotation:  

The text annotation is based on 4 emotions namely, 

Happy as h, Angry as a, Sad as s, Neutral as n. The 

annotated dataset is taken from [1]  

Assigned an emotion to one example from the above 

described four emotions list. 

• If one example does not belong to any above 

class of emotion, then assigned neutral class to that 

example. 

• If an example belongs to multi-category of 

emotions, then they assigned an emotion which is 

particularly closer to that example. 

 Allocated one feeling to one model from the 

above described four feelings list. 
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 If one model doesn't have a place with any 

above classification of emotion, then, at that 

point they appointed impartial class to that 

example. 

 If a model has a place with multi-

classification of feelings, then they allocate 

to a feeling which is very nearer to that 

model. 

3.4 Characteristics of Corpus: 

After the consummation of explanation measure, the 

conduction of statistical examination on corpus to 

distinguish any qualities of emotional articulations in 

Roman Urdu. The essential insights of the corpus is 

displayed in table II a,b,c. It is explained 10,000 

sentences out of 20,000 figurative sentences 

including feelings. There are feelings in a significant 

level of Roman Urdu's allegorical sentences in the 

corpus. Figure 4 exhibits the feeling classification 

dissemination in 

The corpus. In Table III, a few instances of RUED 

shown in which we introduced 3 instances of every 

feeling class. 

Table 2 a. Whole Corpus Statistics 

Corpus Statistics 

Count of Sentences 20000 

Count of Total words 360000 

Unique counts 30000 

Average number of words in 

sentences 

18 

  

Table 2 b. Annotated Corpus Statistics 

Annotated Corpus Statistics 

Count of Sentences 10000 

Count of Total words 150000 

Unique counts 17590 

Average number of words in 

sentences 

14 

 

Table 2 c. Emotion Corpus Statistics 

Emotion Corpus Statistics 

Total number of emotions 4 

Count of Happy sentences 3000 

Count of sad sentences 2300 

Count of angry sentences 1700 

Count of neutral sentences 3000 

 

3.5 Feature Extraction: 

To portray & exhibit among depressive and non-

depressive posts, firstly we remove the various 

elements considering psycholinguistic estimations 

from the client's post. It is explained momentarily as 

follows: 

Psycholinguistic provisions LIWC is a 

psycholinguistic vocabulary bundle made by mental 

examiners to see the distinctive full of feeling, 

scholarly, and etymological parts lies on client's 

verbal or composed correspondence 

3.6 Linguistic process: 

Linguistics process is one of the major parts of LIWC 

psycholinguistics vocabulary package. It was 

proposed to measure word use in intellectually huge 

groupings. Likewise it has been successfully used to 

perceive associations between individuals in friendly 

co-tasks, including relative status, precariousness, 

and the idea of cozy relationship. 

3.7 Classification Model: 

For these tasks, we train two Linear Support Vector 

Machines with TF-IDF weighted combinations of 

word and character n grams and LIWC features. Our 

character n gram features include all 2- to 4-grams; 

our word n gram features contain unigrams and 

bigrams; our LIWC features contain all the lexical 

indexes output by LIWC. We use a smoothed TF-IDF 

approach–implemented as 𝑡𝑓(𝑡)  ×  𝑙𝑜𝑔( 
𝑁+1 

𝑛𝑡+1
)–

where 𝑡𝑓(𝑡) is the number of times the unigram or 

bigram t occurs, N is the number of documents and 

𝑛𝑡 is the number of documents containing the 

unigram or bigram t. We limit our text prepossessing 

to sentence segmentation, tokenization, using a 

simple, social-media aware tokenizer, and ignoring 

case. 

MATLAB Code: 
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4. Results, Discussion and Analysis 

 

Generally, data analysis and classification is 

recognized as a dual-step technique in which the 

initiative is the training stage, where a classification 

model develops the classifier by seeking from a 

dataset composed of databank tuples and are linked 

with labels. A label is nothing but a distinct value and 

each and every value serves as a class or category. 

The second and the most important step is to 

manipulate the model for classification and then the 

accuracy and efficiency of the classifier is predicted 

and estimated [9, 10, 11, and 12]. 

The average accuracy the sentiment model provides 

is nearly about 80%. There are multiple algorithms 

that are for mood prediction like SVM and Random 

Forest. Most of the papers mentioning the tweeter, 

Facebook and Instagram data has been used for 

sentiment analysis and the big tech company’s used 

this big data and analyze this data to check the mood 

and emotions of the user towards a particular thing. 

To check the mood and opinions of people in 2020 

from January to May on ‘Metoo’ hashtags and also 

from the women hashtags the Metoo there are 50429 

tweets and for hashtags Women, there are about 

50430 and most of the tweets wherein January and 

the lowest number in a tweet for both is on 

February[19]. 

As mentioned above the Python programming 

language best fits for data analysis and categorization 

so, for Sentimental Analysis, data can be classified 

and analyzed using different Machine learning 

algorithms and techniques. The method for given 

sentimental analysis is the Random Forest Classifier 

of Machine learning [9, 10, 11, and 12]. 

The research containing in this paper reflects the 

general issue of today’s world, which is totally about 

the views of women. The data for research work is 

extracted from the insights of the tweets to analyzes, 

how does a woman feel comfortable discussing her 

views, approaches, difficulties, and two specific 

hashtags “#Women” & “ #Meeto” using tweets that 

will be conducted in English. 

The research work will be saved in a CSV file, 

containing the data withdrawing which is processed 

through the Twitter API and its online servers 

protected in the programing language of python. 

Machine learning uses mathematical and statically 

methods to refine the data. There are various 

platforms to work on but Jupyter notebook was found 

to be a more powerful and interactive tool to use. The 

useful built-in libraries and various demanding 

packages needed to be installed earlier for working 

on this project. The data of tweets were taken in a 

period of 2020 Jan till 2020 may for (#women) and 

(#meeto) respectively for the sentimental analyses of 

the public which will be stored in CSV extension 

[21]. 

Sentiment Analysis mainly focuses on the 

Behavior/mood of an abject the goal is to create a 

model that can understand the mood. The following 

screenshot Figure 5 defines the output of a test file 

that we give to him for testing but this is only 

possible when the code is already passed the testing 

and training process the dataset is about 10314 rows 

all are different from one another this is the dataset 

that helps us in training and testing. 

 

 

Figure 4: (Dataset of Sentiment Analysis) 

 

We have taken the 20% of the dataset elements for 

testing and 80% of dataset elements for training. The 

code is using the testing data cells randomly which 

you can see in the given Figure 6 below. The output 

as anybody can see creates the confusion matrix that 

also known as the error matrix and its shows a 

summary of your problems or prediction results. The 

number is correct and incorrect predictions. 

 

After importing the main libraries we given the 

dataset to the code dropna function is used to drop 

any null values in the dataset and after that we fetch 

the info of the updated dataset stop words is used to 

setupFilePath = fileparts(mfilename('fullpath')); 
speech2textFilePath = fileparts(setupFilePath); 
addpath(speech2textFilePath); 
savepath 
% Install SpeechToText automation algorithm in Audio Labeler app. If Audio 
% Labeler is already open, it needs to be restarted for the algorithm to 
% show up. 
if ~isempty(ver('audio')) && ~verLessThan('audio','2.1') 
    registry = audio.labeler.automation.AutomationAlgorithmRegistry.getInstance; 
    registry.addAlgorithm('SpeechToTextAutomation'); 
end 

149



A Hybrid Method for Stress and Depression Detection from Social Media Text Focused on Local Languages 

 

Copyrights @Muk Publications  Vol. 14 No.1 June, 2022 

 International Journal of Computational Intelligence in Control 

eliminated the common word that are present in the 

dataset. The Porter stemmer is function of NLTK that 

helps in producing morphological variants of a root 

then word embedding come into place after that we 

implement RNN algorithm and the model will be a 

sequential model after this step the training dataset 

will spilt into testing and training sets. In this testing 

set is 20% and the training sets are 80%. The model 

will be ready after training now we can make a 

confusion matrix and we will check the accuracy, F1 

score, precision and Recall score. 

 

 

 
 

Figure 5: (Scores of RNN Algorithm) 

 

Now implement random forest and fit the model after 

this step the plotting is started the heatmap is 

generated with the help of the dataset the heatmap 

graph will help in labelling the Actual and predicted 

values into the matrix. 

 

 

 

 

 

 

 

 

 

Figure 6: (Confusion matrix of Random forest and 

RNN 

4.1 Application of Random Forest on the 

given model 

The dataset consists of more than ten 

thousand comments or statements out of which more 

than half are optimistic, and the rest are aggressive. If 

a comment or statement contains more than 20% 

English that it will not be considered in the dataset as 

this study mainly focuses on Roman Urdu comments 

or statements (Duyu and Furu, 2014; Dimitris 

Effrosynidis). In this model, a Random forest 

classifier randomly allocates the data into training 

and testing halves. On execution, the forest classifiers 

are contoured with two arrays, one containing 

training data and the other contains the target values 

of the testing data (Duyu and Furu, 2014; Dimitris 

Effrosynidis). 

4.2 Analysis of Data in Sentiment Analysis 

Raw data is analyzed by applying NLP 

(Natural Language Processing), and it helps you in 

multiple domains like improving processes plus helps 

in decision-making, customer mindset for a specific 

product, and much more. In this code, we are 

checking if the object of a person is in a good or bad 

mood using a Random forest classifier. The data is 

given in a CVS file and contains different types of 

conversation/phrases to see their moods. The code is 

analyzing the conversation in the dataset by using 

Random Forest the algorithm uses randomness for 

building each tree. Afterward, the algorithm uses the 

tree prediction power to make a correct prediction. 

For this, the accuracy of the algorithm is 75%. The 

limitation of this algorithm when the tree is too large 

which makes it slow in real-time predictions.  

The following steps are followed in the analysis of 

the dataset: 

 Random Forest implements Bootstrapping to 

the datasets. 

 It trains the dataset on each of the 

bootstrapped dataset elements 

independently. 

 Random Forest don’t use every feature for 

training purposes it just randomly select a 

subset of feature for each tree and use only 

them for training. 

 After these sets the random forest builds the 

decision tree. 

 All the trees are different from one another.   
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 Now we take a new data point and pass it 

through each tree. 

 Now the trees are all set the dataset are 

starting to train every tree to generate the 

answer and the algorithm combine these 

answer. 

 The random features selection helps to 

reduce the correlation of trees. 

4.3 Discussion: 

First of all, we import all the mandatory 

libraries like NumPy, pandas, seaborn, sklearn, etc. 

The dataset is set in the code to train the dataset is in 

sentences so it is hard for the program to learn from 

the whole sentence so for splitting the sentences into 

words we used the function named word_tokenize we 

tokenize Natural language with the help of (nltk) 

library the dataset will come in rough form so for the 

code to learn we used porter stemmer and onehot 

encoder. After the splitting of the words, the model 

starts to implement Random Forest Classifier and 

RNN on the split data and apply fitting for x_train 

and y_train, and eventually print it in a confusion 

matrix. The score and accuracy shows in the text 

form in the terminal. There are several other papers 

in which they are working on conversational data 

using sentiment analysis. One of the famous study 

subjects in current NLP is the texts corpora. 

Sentiment evaluation has its roots in herbal language 

processing and linguistics. Sentiment analysis tools 

and techniques by analyzing recorded voice 

communication data. Results show that the strategies 

that may be applied give smart classification results, 

though most sentences are neutral, mostly affirmative 

once expressing feelings. We have used a 

conversational dataset and tokenize it and then show 

the mood of an object based on the conversation [17]. 

5. Recommendations 

 The study evaluated the reason underpinning 

the ever-increasing suicidal and depression posts 

posted by users on social media platforms. It is 

explored from the findings that multiple social media 

users actively engage in sad posts and display their 

anger and anxiety constantly that impact their mental 

health conditions. Unfortunately, though, Pashto and 

Urdu are widely being spoken around the globe, with 

nearly 50-60 million dialects in Asia (Dinakhel, 

2020). While, due to the use of multiple languages, it 

has become challenging to examine user sentiments 

and provide accurate insights for the mental health 

sector. Therefore, the use of machine learning models 

deployed and studied in the present study to evaluate 

stress and depression symptoms by combining 

lexicon of multilingual texts for assessing polarity of 

each word in sentiment analysis approach.  

 Though, the study finding showed accurate 

results by using lexicon-based sentiment analysis, 

which mainly focuses on extracting data based on the 

datasets and corpus built to depict the meaning of 

keywords of user’s tweets and help define their 

polarity score. However, it is one of the constraints as 

it is studied that some of the incorrect scorings of the 

opinion of words are performed by existing lexicons, 

which was SentiWordNet (Baccianella et al., 2010). 

Therefore, it is recommended that future studies can 

focus on including domain-specific vocabulary to 

mitigate the existing issue and improve the efficacy 

of sentiment classification. 

 In this study, a random forest algorithm was 

also applied alongside the Lexicon approach due to 

the hybrid model applied. Although, the experiment 

performed to depict statistical results in determining 

polarity showed better outcomes and efficient results. 

It is also evaluated that the Random Forest algorithm 

possesses the strength of its unique ability to 

calculate several feature/variable importance 

measures, which could be the basis for increasing its 

explainability (Moreno-Marco et al., 2018). 

However, regardless of the fact that the random forest 

algorithm performed better, it lacked in certain 

features, comprising certain limitations. For instance, 

it was identified that a large number of trees make the 

algorithms too slow and inefficient for real-time 

predictions. 

 Therefore, the use of neural networks and 

deep learning models can be applied in detecting 

sentiments and equally quantifying the polarity of 

each word. To support this, He and Cao (2018) 

applied a deep convolutional neural network to learn 

deep-learned features and raw speech waveforms for 

depression analysis. This approach reflected the 

robustness and effectiveness in diagnosing depression 

and stress based on the databases comprising words. 

Thus, this approach can be applied and proposed as a 

sufficient machine learning technique to analyse 
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users' words, texts, and opinions in stress and 

depression by using sentiment analysis.    

 The future work can also focus on speech-

based information to analyse users' sentiments by 

crawling and detecting Facebook or Twitter API to 

realise the sentiments and opinions of individuals in 

terms of depression and stress. Besides, this can be a 

feasible technique to depict statistical technique for 

defining polarity of each word and match the 

relevance of score to other Python and NLP libraries 

for categorizing it into positive, negative and neutral.  

6. Future Implications 

 In terms of future work, the current system 

may be be upgraded to other social media platforms 

such as Instagram and Facebook to check all social 

media activity to assess user mental health state. The 

extensive information from multiple social media 

platforms can help the health sector and specific 

health regulatory bodies to assess users' mental health 

conditions via their social media posts, comments, 

and shared opinion. Likewise, the implementation 

can also be used check online activity in close 

environment such as rehab clinic to monitor the 

progress of patients and users in real-time. Such a 

technique can easily scrape keywords based on users' 

online activity, which will help medical professionals 

assess the quality of care for patients in a better way. 

 Furthermore, the proposed mode has 

focused on the attributes of a hybrid model, where 

the use of a machine learning model can quickly help 

measure and statistically analyse users' mental state 

condition by assessing the magnitude of tweets. The 

overall model will provide the IT students and 

professionals to realize the implication of algorithms 

in medical-related conditions and how the local 

languages can be easily used for detecting stress and 

depression in a multilingual context. This will enable 

IT professionals and scientists to realize the benefit 

of sentiment analysis models in assessing users' 

health conditions and also closely monitoring the use 

of multiple state-of-the-art algorithms to predict its 

accuracy and efficacy in depicting results.  

7. Conclusion 

The part of the paper entailed a detailed overview of 

the generalized statements determining the overall 

results regarding the detection of stress and 

depression using the sentiment analysis approach. It 

further provided a better understanding of the 

implication of lexicon-based approach and random 

forest classifier as a statistical approach to develop a 

hybrid model for accurate and precise results in terms 

of categorizing words into positive, negative and 

neutral. Finally, the overall results and findings were 

summarized, and the limitations were also 

highlighted on which specific recommendations were 

proposed reflecting the use of Neural Network and 

API for extracting data and training models.  
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