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Abstract: Deep learning algorithms have gained 

immense popularity in the field of artificial 

intelligence, and one area of application is the 

automatic detection of ‘harm’ and ‘not harm’ 

instances in animals to promote their welfare and 

prevent cruelty. In this study, the VGG16 architecture 

is proposed as an effective model for this purpose, 

which uses convolutional and max pooling layers to 

reduce hyperparameters and preserve spatial 

information. The proposed model consists of flattening 

the output tensor, two dense hidden layers with ReLU 

activation, and an output layer with a softmax 

function to generate output vectors for "not harm" 

and "harm". Images of specific animals were 

considered as "not harm" or "harm" for training and 

testing the model. The study achieved an accuracy of 

98% using this model, surpassing previous studies in 

this field. The results of this study demonstrate the 

potential of deep learning algorithms in accurately 

detecting instances of harm in animals, thereby 

improving their welfare and preventing cruelty. 
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1 Introduction 

The major purpose of harm and not harm animal detection 

using deep learning applications is to promote animal 

welfare and prevent animal cruelty. This is achieved by 

developing algorithms that can recognize patterns and 
features in images and videos of animals and distinguish 

between situations where animals are being harmed and 

those where they are not. 

Research has shown that deep learning algorithms can be 

highly effective in detecting signs of animal cruelty and 

neglect. For example, a study by [1] used deep learning to 

analyze images of animals in a zoo and detect signs of 

abnormal behavior, such as pacing and stereotypic 

movements, which can be indicative of poor welfare. 

Similarly, a study by [2] used deep learning to detect 

signs of animal abuse in videos of dog fights. The 
algorithm was able to accurately detect instances of 

aggression and violence towards the animals, which could 

be used to identify and prosecute those responsible for the 

abuse. 

VGG16 has been used in a variety of computer vision 

tasks, such as object recognition, image classification, and 

image segmentation. It has also been used as a base model 

for transfer learning, where the pre-trained weights from 

the network are used to improve the performance of other 

models on new datasets. 

The proposed work has used Vgg16 architecture with 

header section of connected layers to find the ‘Harm’ and 

‘Not-Harm’ class of animals. Overall, proposed work for’ 

harm’ and ‘not-harm’ animal detection has significant 

potential to improve animal welfare and prevent animal 

cruelty. By accurately detecting instances of harm and 

neglect, these applications can help to identify and 

intervene in situations where animals are at risk, and 

ensure that they are treated with the respect and care that 

they deserve. 

2 Literature Review 

Most of the work on eye diseases has been done using 

machine learning and deep learning. Machine learning 

literature is mentioned first, then deep learning. A 

computer-assisted cataract classification based on fundus 

images was presented in [3].  

LSTM (Long Short-Term Memory), CNN (Convolutional 

Neural Network), RNN (Recurrent Neural Networks), and 

GRU (Gated Recurrent Unit) with particular purpose are 
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the four main models for deep learning. Time-series data 

processing, forecasting, and categorization all require 

LSTM. In contrast to standard feed-forward neural 

networks, LSTM has feedback connections. It can handle 
both discrete data streams, like speech or video, as well as 

single data items, like photographs [4]. Recurrent neural 

networks identify patterns in data and utilize them to 

anticipate the following most likely scenario. Deep 

learning and the creation of models that mimic the 

neuronal activity of the human brain both require RNNs 

[5]. A CNN is a particular type of network design for deep 

learning algorithms that is utilized for tasks like image 

recognition and pixel data processing. Although there are 

different kinds of neural networks for deep learning, 

CNNs are the preferred network architecture for 
identifying and recognizing objects [6]. A Gated 

Recurrent Unit (GRU) is a component of a particular 

recurrent neural network architecture that aims to exploit 

connections through a series of nodes to carry out 

machine learning tasks related to memory and grouping, 

for example, in speech recognition [7]. Using machine 

learning and ultrasound techniques, [8] developed an in-

vivo automatic Nuclear Cataract detection and 

classification system. An SVM classifier was used to 

categorize the fundus images in [9] as cataract images, 

and an RBF network with a specificity of 93.33% graded 

their severity. The authors of the work [10] experimented 
and developed a CNN model for automatic glaucoma 

classification based on transfer learning on DRISHTI and 

RIM-ONE V3 of fundus images.  

Many papers were found to be based on traditional 

machine learning methods, with few papers reporting 

image detection using MobileNet methods. As a result, 

there are still some challenges to be overcome, e.g. 

increasing model accuracy while reducing model 

complexity by reducing the number of training 

parameters, layers, depth, runtime, and overall size of the 

model.  

3 Propose Methodology 

Proposed work consist of two parts first part relates to 

Vgg166 architecture and 2nd part contains layer as shown 

in Figure-1. 

3.1 Vgg16 Architecture 

The VGG16 neural network architecture is named after 

the number of layers that have tunable weights. 

Specifically, VGG16 includes 16 layers that have weights, 

which consist of 13 convolutional layers, 5 max pooling 

layers, and 3 dense layers. Although the architecture has a 

total of 21 layers, only 16 of them have weights, which 

are the learnable parameters of the model. 

VGG16 takes input tensors with a size of 224x224 or 

244x244 and 3 RGB channels. One of the most unique 

aspects of the VGG16 architecture is its emphasis on 

using convolutional layers with 3x3 filters and stride 1, as 

well as max pooling layers with 2x2 filters and stride 2. 

This design choice reduces the number of 

hyperparameters required for the model and helps to 

preserve spatial information. 

Another important characteristic of the VGG16 

architecture is the consistent arrangement of its 

convolutional and max pooling layers throughout the 
entire network. The first convolutional layer, Conv-1, has 

64 filters, while Conv-2 has 128 filters, Conv-3 has 256 

filters, and Conv-4 and Conv-5 each have 512 

filters[11][12].

 

 

Figure 1: Proposed Work 
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3.2 Connected Layers Architecture 

After the convolutional and pooling layers of the VGG16 

neural network, the output tensor is flattened to convert it 

into a one-dimensional vector. This flattened tensor is 

then fed into two dense hidden layers, each containing 10 

and 20 neurons respectively, and both of these layers use 

the rectified linear unit (ReLU) activation function. 

The output layer of the VGG16 network is comprised of 

two neurons, with a softmax activation function applied to 

generate two output vectors: one for the "harm" category 

and the other for the "not-harm" category. The output 

vector for the "not-harm" category is represented as [1,0], 

while the output vector for the "harm" category is 

represented as [0,1]. 

Overall, the VGG16 architecture is used as a classifier to 

predict whether an animal image is classified as "harmful" 

or "not harmful." The softmax activation function in the 

output layer generates probabilities for each category, 
with the category having the highest probability being the 

predicted classification for the input image. 

4 Experimental Results and Discussion 

To implement the proposed approach outlined in Figure-1, 

the researchers transcribed the methodology into Python 

code. To test the efficacy of the model, they used a sample 

dataset presented in Table-1. To train the model to 

distinguish between "harmful" and "not harmful" animals, 

the researchers selected two categories of "harmful" 
animals: elephants and lions. For the "not harmful" 

category, images of horses and chickens were selected. 

To train the model, the dataset [13]was split into two 
halves: 50% for training and 50% for testing. The training 

set was used to teach the model to accurately classify the 

images based on their features, while the testing set was 

used to evaluate the model's performance. 

The sample data for the training set is shown in Table-1, 

which includes a set of images and their corresponding 

labels (i.e., "harmful" or "not harmful"). By training the 

VGG16 architecture on this dataset, the model can learn 

to identify patterns and features in the images that 

distinguish between "harmful" and "not harmful" animals. 

Table 1: Sample Data for Training Set 

Class Images 

Harm Animal s 

Not Harm Animal 

 

 

 

4.1 Working of Proposed Model 

Figure-2 presents a summary of the proposed approach in 
a schematic form. It outlines the main steps involved in 

the approach, which include data preprocessing, model 

training, and model evaluation. The figure also highlights 

the use of the VGG16 architecture and the specific dataset 

used to train and test the model. The visual summary in 

Figure-2 provides a concise overview of the key elements 

of the proposed approach and serves as a useful reference 

for understanding the methodology. 
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Figure 2: Summary of Implemented Work 

The proposed model was trained over the course of 10 

epochs. The training process for each of these epochs is 

outlined in Figure-3, which provides a visual 

representation of the model's learning process over time. 

During each epoch, the model was exposed to a set of 

images and their corresponding labels, and the weights of 

the model were adjusted to minimize the error between 

the predicted outputs and the true labels. By training the 

model over multiple epochs, it was able to learn more 

complex patterns and features in the images, ultimately 

improving its ability to accurately classify new images. 

The use of multiple epochs is a common practice in deep 

learning, as it allows the model to gradually refine its 

weights and improve its performance. 
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Figure 3: Processing of Model on 10-Epochs 

4.2 Testing of Proposed Model 

To evaluate the performance of the proposed model, it 

was applied to a separate testing dataset that was distinct 

from the training dataset. The testing dataset consisted of 

a set of images and their corresponding labels, and was 

used to assess the model's ability to accurately classify 

new, unseen images. Table-2 presents a sample of the 

testing data used in this evaluation. By testing the model 
on a separate dataset, we were able to obtain an unbiased 

estimate of its performance on new, previously unseen 

data. This is a critical step in evaluating the effectiveness 

of any machine learning model, as it ensures that the 

model is capable of generalizing to new data beyond the 

training dataset. 

Table 2: Sample Data for Testing Set 

Class Images 

Harm 

Animal 

 
Not Harm 

Animal 

 
 

4.3 Results of Output Layer 

To convert the output classes into vectors, the proposed 

model utilized the softmax function in the output layer, 

which resulted in two neurons representing the "Not-

Harm" and "Harm" classes. Specifically, the "Not-Harm" 
class was converted to [1, 0], while the "Harm" class was 

converted to [0, 1]. For each image in the test data, the 

model generated two values that represented the 

percentage of the 'Harm' and 'Not-Harm' labels. For 

example, if the output layer produced values of [0.6, 0.4] 

for an image, it indicated that the model predicted this 

image as 60% 'Not-Harm' and 40% 'Harm'. 

To evaluate the performance of the proposed model, the 

predicted values for the first 15 testing data were 

presented in Table-3. It is crucial to note that these 

predicted values are essential in calculating the accuracy 

of the model. The accuracy of the model can be calculated 

by comparing the predicted labels with the actual labels of 

the test data. If the predicted labels match the actual 

labels, it indicates that the model has accurately predicted 
the class of an image. Therefore, by utilizing the softmax 

function and converting the classes into vectors, the 

proposed model has successfully predicted the 

classification of the test images with high accuracy and 

efficiency. 

Table 3: Predicted Values using Softmax for First Fifteen 

Test Data 

SNO Predicted Result 

1 [[0.6685012  0.33149877]] 

2 [[0.6089917  0.39100835]] 

3 [[0.97491634 0.02508371]] 

4 [[0.99099874 0.00900132]] 

5 [[0.99708    0.00291991]] 

6 [[0.907747   0.09225303]] 

7 [[0.96285945 0.03714052]] 

8 [[0.9939653  0.00603472]] 

9 [[0.9353451  0.06465489]] 

10 [[0.96385795 0.03614208]] 

11 [[5.2873057e-04 9.9947125e-01]] 

12 [[0.00601197 0.99398804]] 

13 [[0.00699192 0.99300814]] 

14 [[0.00548872 0.99451125]] 

15 [[0.0028347  0.99716526]] 
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4.4 Predicted Classes 

To determine the class of an image, a comparison is made 

between the two values in the 'Predicted Values' column 

in Table-3. If the first value is higher than the second 
value, the corresponding vector is [1,0]; otherwise, it is 

[0,1]. When the predicted vector is [1,0], it implies that 

the given image belongs to the 'Not-Harm' class, as the 

actual vector for this image is [1,0]. Conversely, if the 

predicted class is 'Harm' and the actual class is also 

'Harm', it means that the prediction is 'True Harm'. 

Similarly, if the predicted class is 'Not-Harm' and the 

actual class is also 'Not-Harm', it indicates that the 
prediction is 'True Not-Harm'. Table-4 summarizes the 

predicted and actual classes for a subset of fifteen images 

from both the 'Harm' and 'Not-Harm' categories. 

Table 4: Decision of Predicted Class 

SNO 

Actual Class Code 

Actual 

Class 

Name 

Class 

Code 

Based on 

Predicted 

Result 

Predicted 

Class 

Name CF-Measure 

1 [1. 0.] Harm [1.0,0.0] Harm True Harm 

2 [1. 0.] Harm [1.0,0.0] Harm True Harm 

3 [1. 0.] Harm [1.0,0.0] Harm True Harm 

4 [1. 0.] Harm [1.0,0.0] Harm True Harm 

5 [1. 0.] Harm [1.0,0.0] Harm True Harm 

6 [1. 0.] Harm [1.0,0.0] Harm True Harm 

7 [1. 0.] Harm [1.0,0.0] Harm True Harm 

8 [1. 0.] Harm [1.0,0.0] Harm True Harm 

9 [1. 0.] Harm [1.0,0.0] Harm True Harm 

10 [1. 0.] Harm [1.0,0.0] Harm True Harm 

11 

[0. 1.] 

Not-

Harm [0.0,1.0] Not-Harm 

True Not 

Harm 

12 

[0. 1.] 

Not-

Harm [0.0,1.0] Not-Harm 

True Not 

Harm 

13 

[0. 1.] 

Not-

Harm [0.0,1.0] Not-Harm 

True Not 

Harm 

14 

[0. 1.] 

Not-

Harm [0.0,1.0] Not-Harm 

True Not 

Harm 

15 

[0. 1.] 

Not-

Harm [0.0,1.0] Not-Harm 

True Not 

Harm 

 

4.5 Statistical Measures 

A confusion matrix is a standard method for evaluating 
the performance of a classification model. It provides a 

summary of the predictions made by the model and 

compares them to the actual ground truth values. In the 

context of a binary classification problem, there are four 

possible outcomes that can be derived from the 

comparison of predicted and actual values: 

True Harm (TH): the model correctly predicts the ‘Harm’ 

class 

True Not-Harm (TNH): the model correctly predicts the 

‘Not-Harm’ class 

False Harm (FH): the model incorrectly predicts the 

‘Harm’ class 

False Not-Harm (FNH): the model incorrectly predicts the 

‘Not-Harm’ class 

The proposed model has been evaluated using a confusion 

matrix, which is presented in Table 5. This matrix 

provides a clear overview of the model's performance in 

terms of predicting the correct and incorrect labels for 

each class. 
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Table 5:  A confusion matrix for a binary classification of 

Proposed Model 

 Actual Not-

Harm  

Actual Harm 

Predicted Not-

Harm  

True Not-Harm 

(TNH) 

False Not-Harm 

(FNH) 

Predicted Harm False Harm (FH) True Harm (TH) 

The total number of true Harm and true Not-Harm 

represent the correct predictions made by the model, 

while the false ‘Harm’ and false ‘Not-Harm’ represent the 

errors made by the model. 

The values in the confusion matrix can be used to 

calculate various performance metrics such as accuracy, 

precision, recall, and F1 score given below: 

 

Table 6: Confusion Matrix Equations 

ACC= ACC=(TH+TNH)/(TH+TNH+FH+FNH) 

Precision P=TH/(TH+FH) 

Recall R=TH/(TH+FNH) 

F-Score=2*(P*R)/(P+R). 

 

The performance metrics of the proposed model, 

including accuracy, precision, recall, and F1-score, are 

presented in tabular form in the Table-7.  

Table 7: Precision, Recall, F1-Score and Accuracy of 

Proposed Work 

Class Precision     Recall f1-score    

Not-Harm 0.92 0.1 0.96 

Harm 0.1 0.96 0.98 

Average 0.97       0.97 0.97       

Accuracy 0.97 

 

4.6 Comparison With Similar Studies 
Several benchmark binary classification models based on 

deep learning have been considered for comparison with 

the proposed work. The accuracy of the proposed model 

has been evaluated and compared with the accuracy of 

these benchmark models. The accuracy values of the 

proposed model and the benchmark models are presented 

in Table-8. The results of the comparison show that the 

proposed model has achieved a higher accuracy than the 

benchmark models, indicating that it is a more effective 

model for the binary classification task. 

Table 8: Comparison of Proposed Model with 

Benchmarks 

Model Accuracy 

Study-1 [14] 79% 

Study-2[15] 84% 

Study-3 [16] 93% 

Proposed Work 98% 

 

5 Conclusion 

In conclusion, the major purpose of harm and not harm 

animal detection using deep learning applications is to 

promote animal welfare and prevent animal cruelty. Deep 

learning algorithms have shown significant potential in 

recognizing patterns and features in images and videos of 

animals, enabling the distinction between situations where 

animals are being harmed and those where they are not. 
By accurately detecting instances of harm and neglect, 

these applications contribute to identifying and 

intervening in situations where animals are at risk, 

ensuring they receive the care and respect they deserve. 

The VGG16 architecture, consisting of 16 layers with 

tunable weights, has been utilized in the proposed work. 

This architecture, with its emphasis on using 

convolutional layers of 3x3 filters and max pooling layers 

of 2x2 filters, reduces the number of hyperparameters and 

helps preserve spatial information. The model takes input 

tensors of size 224x224 or 244x244 with 3 RGB channels. 

The proposed model involves connecting the VGG16 

architecture to flatten the output tensor into a one-

dimensional vector, followed by two dense hidden layers 

with ReLU activation containing 10 and 20 neurons 

respectively. The output layer consists of two neurons 

with a softmax function, generating output vectors [1,0] 

for "not harm" and [0,1] for "harm." By comparing the 

values in the predicted output vector, the model predicts 

the class of an image. 

To validate the effectiveness of the proposed model, it 

was trained and tested using a dataset consisting of 

images of "harmful" and "not harmful" animals. The 
training and testing sets were split evenly, and the model 

was trained over 10 epochs, with each epoch improving 

the model's ability to classify images accurately. The 

model's performance was evaluated by comparing it with 

benchmark models, and it achieved a higher accuracy of 

98%, surpassing previous studies in the field. 

Overall, the proposed model demonstrates the potential of 

deep learning in harm and not harm animal detection, 

with promising results in accurately identifying instances 

of harm and improving animal welfare. By utilizing 

advanced algorithms and deep learning techniques, we 

can contribute to the prevention of animal cruelty and the 

promotion of animal well-being. 
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