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Abstract: The exponential growth of the World Wide Web, coupled with surging network traffic, 
has significantly increased the risk of security breaches. Cyber attackers frequently exploit 
vulnerabilities within network infrastructures to gain unauthorized access to sensitive 
information. To safeguard digital environments, Network Intrusion Detection Systems (NIDS) 
play a pivotal role in accurately detecting various cyberattacks and ensuring timely protection of 
network resources. Incorporating advanced machine learning techniques further enhances the 
detection of anomalous behavior within network traffic, addressing modern security challenges 
more effectively. However, with the ever-evolving sophistication of cyber threats, traditional NIDS 
often struggle to identify newly emerging attacks. In response to this challenge, the present study 
focuses on detecting network intrusions through a robust machine learning framework, 
specifically employing the Random Forest algorithm. The NIDS is developed and trained on the 
comprehensive UNSW-NB15 dataset, which encapsulates diverse and up-to-date instances of 
network traffic and attack patterns. Additionally, the Extra Trees classifier is utilized to extract 
the most significant features from the dataset, optimizing the model's performance. The findings 
reveal that the Random Forest method achieves an impressive accuracy rate of 99.10% in 
classifying binary network attacks. Extensive experimental evaluations further demonstrate that 
Random Forest outperforms conventional Machine Learning based approaches in terms of 
detection efficiency and reliability. 

Keywords: Network Attacks, Network Intrusion Detection System (NIDS), Deep 
Neural Networks, Extra Tree Classifier, Activation Function, UNSW-NB15 dataset 

1. Introduction 
 

In today’s highly interconnected and technologically advanced world, data and network security 
challenges are rising at an exceptional pace. The primary reason behind this surge in security threats 
are the exponential growth of network traffic and rapid technological developments, both of which 
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have contributed to the emergence of sophisticated attack vectors that continue to evolve in scale and 
complexity [1][2]. The modern digital ecosystem faces numerous threats to network security, 
necessitating the deployment of various Intrusion Detection Systems (IDS) that are specifically 
designed to detect and mitigate such attacks in real time. An IDS operates as a surveillance 
mechanism, continuously monitoring network activity to identify abnormal patterns of behavior and 
issuing alerts when potential intrusions are detected. Upon receiving such alerts, security operations 
center (SOC) analysts investigate the flagged incidents and undertake appropriate mitigation measures 
to neutralize the threats. 

However, network security remains a critical concern, as IDS and firewalls serve complementary but 
distinct roles. While IDS solutions are tasked with monitoring both internal and external threats, 
firewalls primarily function to prevent unauthorized access by filtering external traffic. Although 
firewalls are effective in blocking intrusions from outside the network, they often fail to detect attacks 
originating within the internal environment. Given the increasing sophistication and severity of cyber-
attacks, security experts have progressively adopted Machine learning techniques to protect 
organizational data and maintain business integrity. Machine learning offers significant advantages in 
terms of scalability, enabling the efficient processing of vast datasets while delivering high-performance 
computational capabilities within reasonable time and cost constraints. Recent studies employing 
Machine learning-based intrusion detection have predominantly utilized legacy datasets such as 
KDDCUP99, KDD98, and NSL-KDD7. Unfortunately, these datasets lack representation of 
contemporary network traffic, which can compromise the practical effectiveness of intrusion detection 
models. In response to these limitations, this research proposes the development of a modern intrusion 
detection framework based on the UNSW-NB15 dataset (https://research.unsw.edu.au/projects/unsw-
nb15-dataset), which offers a more comprehensive and updated portrayal of current network behaviors 
and attack scenarios. Considering the persistent challenges in NIDS design, this study aims to 
investigate the application of Machine learning methodologies for constructing an intelligent intrusion 
detection model capable of autonomously identifying a wide range of cyberattacks. Specifically, the 
study utilizes Random Forest model combined with Extra Trees classifiers for efficient feature selection 
and attack detection within the UNSW-NB15 dataset. Additionally, the research focuses on detecting 
unknown threats, enhancing detection rates, evaluating overall model performance, and classifying 
network activities into normal and anomalous categories, thereby extending beyond conventional 
benchmarks [3]. 

The remainder of this paper is structured as follows: Section II presents a review of related works; 
Section III details the methodology and framework development; Section IV discusses the 
experimental results and analysis; and finally, Section V concludes the study with key findings and 
future research directions 
. 
2. Related Work 
 
In recent years, machine learning-based intrusion detection systems (IDS) have attracted significant 
attention within the cybersecurity research community. Their ability to learn and adapt has positioned 
them as a promising solution to the growing challenge of detecting sophisticated and previously 
unknown cyberattacks. This expanding interest is largely due to the scalability and adaptability of 
machine learning (ML) approaches, which have demonstrated notable success in addressing the 
alarming rise of novel and evolving threats. 

A study published in 2011 applied three distinct machine learning algorithms to the KDD Cup 
1999 dataset using the WEKA data mining tool [1]. Similarly, the author [2] conducted a comparative 
analysis of multiple tree-based classification techniques using the NSL-KDD dataset. Studies such as [3], 
[4], and [5] provided comprehensive overviews on the application of machine learning techniques in 
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IDS, highlighting their role in detecting intrusions and designing robust detection systems. A more 
detailed examination of machine learning models and relevant datasets for network intrusion detection 
was presented in [6]. 

The author including [7], [8], [9]and [10] explored the application of deep learning approaches on 
the KDD-99 dataset for anomaly detection. However, the complexity of the UNSW-NB15 dataset [11] 
has been emphasized in more recent studies, indicating its superior representation of modern network 
traffic compared to the older KDD99 dataset.  

Innovative frameworks have also emerged, such as the vision-based deep learning model proposed in 
[12], and a multi-class artificial neural network (ANN) approach presented in [13], both contributing to 
advancements in network intrusion detection. The proposed models were evaluated on datasets like 
KDD CUP 1999 and UNSW-NB15, with experimental results confirming their capability in accurately 
identifying cyberattacks. Further, the author [14] analyzed the application of deep neural networks 
(DNN) to develop adaptive and efficient intrusion detection systems, while [15] introduced a two-stage 
classifier utilizing protocol subsets and the RepTree algorithm, achieving detection accuracies of 
89.85% on UNSW-NB15 and 88.95% on NSL-KDD datasets. An anomaly-based deep learning IDS 
was developed in [16], successfully categorizing intrusions into five distinct groups. 

Other noteworthy studies include [17], which implemented a machine learning framework to detect 
botnets using UNSW-NB15, reporting Decision Tree models achieving 93.23% accuracy. A two-stage 
detection strategy based on GoogleNet Inception and Convolutional Neural Networks (CNN) was 
proposed in [18], demonstrating enhanced detection reliability. The comparative evaluation of various 
ML classifiers (SVM, RF, ELM) on NSL-KDD was conducted in [19], while [20] developed a decision 
tree-based IDS framework for big data environments. In [21], CNN-based models with optimized 
hyperparameters were proposed, whereas the author [22] explored the impact of feature selection 
methods on ML algorithms using NSL-KDD. A feature selection-based IDS utilizing Naïve Bayes, 
KNN, and Decision Trees was proposed in [23] with an emphasis on the pros and cons of modern ML 
techniques. An extensive review of ML applications in IDS across datasets such as KDD Cup 1999, 
Gure KDD-cup, and NSL-KDD was undertaken in [24]. 

Research in [25] provided algorithmic insights alongside comparative evaluations of popular datasets. 
The increasing adoption of soft computing methods in IDS was highlighted in [26], while [27] 
examined the advantages and limitations of contemporary machine learning and deep learning 
techniques. A novel two-stage model combining stacked autoencoders and softmax classifiers was 
introduced in [28], and anomaly detection using Recursive Feature Elimination and Random Forests 
on UNSW-NB15 was performed in [29]. 

Supervised ML methods such as SVM, ANN, and wrapper-based feature selection techniques were 
evaluated in [30], where ANN demonstrated superior performance. Further, the author [31] proposed 
an advanced deep learning method showing improvements over previous models. A systematic review 
of machine and deep learning techniques for IDS was provided in [32], while the author [33] 
developed deep learning models for both binary and multi-class intrusion classification. 

Comparative studies on classical ML approaches requiring extensive feature engineering were 
conducted in [34], and [35] introduced a multi-class attack detection framework utilizing Random 
Forest, Decision Tree, Logistic Regression, K-Nearest Neighbors, and ANN. 
The brief assessment of related work makes it clear that more research is needed to pinpoint the 
characteristics of network attacks. Henceforth, finding a general model with greater accuracy for the 
attacks in the dataset is necessary 

3. Research Methodology 
The development of efficient Machine learning models for accurate attack detection within datasets 
holds significant importance. In this context, the present study focuses on employing Random Forest 
model, a powerful Machine learning approach, to identify network attacks using the UNSW-NB15 
dataset. The complete framework illustrating the proposed methodology is presented in Figure 1. The 
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subsequent sections outline the key steps involved in implementing the Random Forest model within 
the Network Intrusion Detection System (NIDS). 
 
 

 

Figure 1: Proposed Model for Network Intrusion Detection  
 
The model illustrated in the diagram represents a systematic approach for network intrusion detection, 
utilizing the UNSW-NB15 dataset alongside advanced machine learning technique. The process 
initiates with the input of raw network intrusion-based data, which contains a wide range of features 
representing both normal and malicious traffic patterns observed in real-world network environments. 
The first crucial step in this pipeline is preprocessing. During this phase, the raw data undergoes 
standardization and cleaning procedures to ensure consistency and remove any redundancies or 
anomalies that could negatively impact the learning process. A feature selection technique, specifically 
the Extra Trees Classifier, is applied at this stage. Extra Trees Classifier operates as an ensemble 
learning method, evaluating the importance of each feature based on information gain or Gini index, 
and selecting the most informative and relevant features from the dataset. This step significantly 
reduces the dimensionality of the data, improving model performance and minimizing computational 
complexity while retaining critical features that contribute to accurate intrusion detection. Following 
preprocessing, the refined dataset is split into two subsets: training data and testing data. The training 
data is used to develop and optimize the machine learning model, while the testing data is reserved to 
evaluate the model's performance on unseen data, ensuring it generalizes well to new network traffic 
scenarios. 
The Random Forest model is then employed as the primary classification algorithm. This ensemble 
model constructs a multitude of decision trees during the training phase. Each tree is trained on a 
random subset of features and samples, and the final prediction is determined through majority voting 
across all trees. The Random Forest's capability to handle high-dimensional data and its robustness 
against overfitting make it a suitable choice for intrusion detection tasks, especially when dealing with 
complex datasets like UNSW-NB15. Once the Random Forest model is trained, it processes the testing 
data to classify network activities. The output of the model is a binary decision: it determines whether a 
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given network instance represents an intrusion (Yes) or legitimate traffic (No). This decision-making 
capability is central to intrusion detection systems, allowing for the real-time identification and 
mitigation of security threats. Finally, the performance of the trained model is subjected to comparative 
analysis against existing studies. This step involves evaluating key performance metrics such as accuracy, 
precision, recall, and false positive rates, and comparing them with previous research findings. By doing 
so, the study establishes the effectiveness and superiority of the proposed Random Forest-based 
approach with Extra Trees feature selection on the UNSW-NB15 dataset, demonstrating 
improvements in detection accuracy and reliability in identifying cyber threats. 

A comparative evaluation supported by statistical significance testing was performed to validate the 
effectiveness of the proposed model. This validation process utilized a confusion matrix, a standard 
tool for assessing the performance of classification algorithms. The confusion matrix comprises four 
key components: True Positives (TP), False Positives (FP), False Negatives (FN), and True Negatives 
(TN). These values are instrumental in calculating various performance metrics that reflect the model’s 
classification capabilities [41]. Among the performance indicators, accuracy represents the proportion 
of correctly classified instances relative to the total number of instances. It provides a general measure 
of the model’s effectiveness and is mathematically expressed as [42] 

: 

                                            (1) 

Precision measures the proportion of correctly predicted positive observations to the total predicted 
positive observations. It reflects how well the model avoids false positives and is calculated as: 

                                                                              (2) 
Recall (also known as sensitivity) quantifies the model’s ability to correctly identify positive cases 

among all actual positive instances. It is expressed by the following equation : 
                                    (3) 

Finally, The F1-score provides a balanced measure by calculating the harmonic mean of precision 
and recall, offering a comprehensive evaluation of the model's performance, especially when dealing 
with imbalanced datasets. It is mathematically formulated as.  

                                            (4) 

4. Results  
 
The dataset utilized in this study is the UNSW-NB15, which comprises a total of 80,000 records. 
Furthermore, a binary classification approach is employed to assess the performance of the model. In 
this setup, the data is categorized into two classes: Class 0, representing normal (non-attack) traffic, and 
Class 1, indicating attack traffic. For the training and evaluation process, 70% of the data is allocated 
for training the model, while the remaining 30% is reserved for testing its performance across various 
evaluation metrics. 
  
The results of Random Forest Model in terms of accuracy, precision, recall, and f1-score are 
summarized in Table 1. 
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Table 1: Classification Report of Random Forest Model 

 

 Precision Recall F1-score Support 

0 1.00 1.00 1.00 10850 

1 1.00 1.00 1.00 13144 

Accuracy   99.10 24000 

          Macro Avg 1.00 1.00 1.00 24000 

 
The table represents the results that have been extracted from different evaluation matrices, and are 
necessary to validate the performance of the model. The model can be considered relatively good, 
having an accuracy of 99.10%. 
To further confirm the effectiveness of the model, confusion matrices were employed to classify attacks 
under a binary classification scheme, as illustrated in Figure 2. The Random Forest model was 
evaluated using a test set consisting of 24,000 data points. Out of these, the model accurately predicted 
13,144 instances as Class 1 (attacks) and 10,853 instances as Class 0 (normal traffic). 
 

 

 
 

Figure 2: Confusion Matrix of Random Forest Model Model 

5.  Comparison with Benchmarks 
The performance of the binary classification models is evaluated against established benchmark studies 
[35], [6], [18], and [30]. Table 2 presents a comparative analysis of the accuracy scores achieved in this 
study versus those reported in previous works. The comparison clearly demonstrates that the proposed 
Random Forest model, enhanced by the Extra Trees Classifier for feature selection, achieves superior 
accuracy compared to other existing approaches examined in the referenced studies 
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Table 2: Comparison with Similar Studies 
 

Works Model Accuracy Precision Recall F1-Score 

[35] 
Random 

Forest 
75.38 % 83.30% 75.38% 77.51 % 

[6] 
Random 

Forest 
86.% 89.5% 86% 86% 

[18] CNN 92.2% 96% 80% 87 % 

[30] ANN 94% N/A N/A N/A 

Proposed 
Method 

 

Random 
Forest 

99.10% 100% 100% 100% 

 
The table shows a comparison of different models based on accuracy, precision, recall, and F1-score. 
Previous studies using Random Forest, LSTM, and ANN achieved accuracy between 75% to 94%, with 
varying performance in precision and recall. In contrast, the proposed Random Forest model achieved 
the highest performance, with 99.10% accuracy and perfect 100% scores in precision, recall, and F1-
score, showing superior detection capability with no false positives or false negatives. 

6. Conclusion 
In this study, Random Forest models were employed to detect network intrusions, with their 
performance evaluated using the UNSW-NB15 dataset. The proposed approach incorporated several 
preprocessing techniques, including feature selection and data standardization, to enhance model 
performance. Notably, the use of the Extra Trees Classifier for feature selection contributed to a 
significant improvement in accuracy. Experimental results confirmed that the classification models 
performed exceptionally well across key evaluation metrics, including F1-score, recall, precision, and 
accuracy. The model achieved an impressive binary classification accuracy of 99.10%, surpassing the 
outcomes reported in previous studies. The reliability of the results was further validated through 
ROC curves and confusion matrices for each class. 
 
7. Future Work 

The proposed system delivered excellent results, but further improvements are needed to maximize 
its potential. Future work should focus on extending the model to multiclass classification for better 
attack differentiation. Advanced feature selection methods like Recursive Feature Elimination (RFE) 
and Principal Component Analysis (PCA) could enhance performance. Incorporating ensemble 
techniques like bagging and boosting may improve accuracy and reduce false positives. Transfer 
learning with pre-trained models can boost efficiency and performance. Real-time testing is crucial for 
practical validation, and experimenting with activation functions like Swish and GELU, along with 
optimizers like AdamW, may further optimize results. Enhancing model interpretability, ensuring 
robustness against adversarial attacks, and applying federated learning will also improve scalability, 
security, and practical deployment. 
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