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ABSTRACT 
Fraud is the activity which will cause distress to corporations. This Financial fraud has been 
a huge worry for many organizations across the industries, this insurance industry comprises 
of over and above thousands companies all across the board, which gathers greater than a 
trillion dollars premium every year and billions of dollars are being lost every year because of 
this fraud, thus detection of Insurance Fraud is a burdensome task for the insurance 
companies. The conventional outlook for detecting insurance fraud was completely 
dependent on evolving heuristics around the fraudulent indicators. The auto insurance 
fraud is being considered to be one of the leading categories of fraud, which will be carried 
out by faking accident claim. In this study, we are concentrating towards tracking down the 
auto insurance fraud by making use of Machine Learning Techniques (Naïve Bayes 
Classifier), by using this techniques time complexity will be declined and also depicts the 
results accurately. Gradient Boosting   Classifier is latest algorithm with take less time and 
gives 91% Accuracy. 
Keywords: Machine Learning, Auto Insurance, Fraud detection, Naïve Bayes Classifier. 

1. INTRODUCTION 
Vehicle (auto) insurance is a legit testimony between the insurance provider and consumer to 
compensate the monetary expenses occurred due to any accidental damage or theft of vehicle. 
Insurance fraud in automobile sector happens when a person attempts to acquire financial 
benefits either by showing papers regarding any vehicular wreckage in a forged accident or by 
filing documents for previous losses or by submitting wrong or missing information about the 
driver. In order to boost customer happiness, companies must have an effective fraud detection 
and detection management system. There will be a reduction in loss adjustment costs due to an 
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improvement in customer satisfaction. For detecting fraud claims, there are now various 
methods available. Analyzing data according to its own instructions is the most used. As a 
result, they require in-depth investigations that take a long time to complete and cover a wide 
range of topics. Using machine learning, we were able to completely solve this issue.  
An insurer's biggest problem is fraud, which is well-known. An automobile insurance 
company's claim data is the topic of this thesis. Each insurer faces the possibility of bearing a 
hefty financial burden as a result of false claims. Because of this, it is critical to determine 
which statements are true and which are false. Insurance companies are unable to individually 
investigate every single claim because it would take too much time and money. In this research, 
we'll take advantage of the insurance industry's most valuable asset: data. The insurer provides 
us with a wide range of data concerning claims, insured people, and other variables. New 
insights can be gained by examining the rates of fraud in different types of claims.  
Machine learning helps us identify claims that are most likely to be false. This might help cut 
down the list of claims that require additional investigation.. As a result, an insurer is able to 
uncover more false claims. Auto insurance fraud detection is one of the primary objectives of 
this research. In machine learning, fraud detection is a challenge because it is much less 
common than legitimate insurance claims. FBI’s (Federal Bureau of Investigations) report 
produced in 
2017, the United States has lost nearly $39 billion due to auto insurance fraud in 2016. This 
statistics high lights the extremity of the situation and therefore requires to be controlled   
sternly to reduce the monetary losses. 

2. LITERATURE REVIEW 
According to the researcher [1] focusing on detecting the auto\vehicle fraud by using, machine 
learning technique. Also, the performance will be compared by calculation of confusion 
matrix. This can help to calculate accuracy, precision, and recall. Comparing these three 
algorithms, decision tree, random forest and naïve Bayes algorithms the researcher concluded 
that decision tree and random forest have better performance than naïve Bayes. In the 
observation, choose sample of more than 500 data. In future work with more algorithms and 
finally calculate which provide more accuracy, precision, and recall. 
 “Researchers [2] has identified the different types of fraud, such as bankruptcy fraud, 
counterfeit fraud, theft fraud, application fraud and behavioral fraud, and discussed measures 
to detect them. Such measures have included pair-wise matching, decision trees, clustering 
techniques, neural networks, and genetic algorithms. The main tasks will be to build scoring 
models to predict fraudulent behavior, taking into account the fields of behavior that relate to 
the different types of fraud identified.  As the next step focus will be upon the implementation 
of a ‘suspicious ‘scorecard on a real data-set and its evaluation.” 
“Researcher [3] presents fraud detection method to predict and analyze fraud patterns from 
data. The insurance claim is a basic problem in insurance companies. Insurance insurers always 
have a challenge to the growing of insurance claim loss. Because there is the occurrence of 
claim fraud and the volume of claim data increases in the insurance companies. Machine 
learning model that classifies and make motor insurance claim status prediction in machine 
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learning approach to predict and present fraud the researcher used Naïve Bayesian classifier 
and Decision Tree-Based algorithms. The researcher looked at model performance metrics 
derived from the confusion matrix. Evaluated using accuracy, Precision, Recall, and F- measure 
and the performance of the model was evaluated with four metrics (Accuracy, Precision, Recall, 
and measure). The developed motor insurance claim status prediction models have best 
prediction accuracy, and the two models have promising prediction accuracy. RF model 
prediction accuracy is slightly better than SVM model in the insurance domain specifically in 
motor insurance. The prediction accuracy of the model is capable of predicting the motor 
insurance claim status with 98.36% and 98.17% by RF and SVM classifiers respectively. As a 
result, RF classifier is slightly better than Multi-Class Support vector machines. Naïve Bayesian 
visualization provides an interactive view of the prediction results. The model commits some 
errors and has an accuracy of 78%.” 
“Researcher [10] was identifying publications related to fraud detection through the use of ML 
techniques based on the Fraud Triangle Theory. Fraud detection is complex, as it requires the 
interpretation of human behavior, but this is not the only issue. The lack of data available for 
training or testing detection models significantly complicates the assessment of detection 
strategies. Even when data are available, unbalanced datasets are the norm in this domain.  The 
large number of publications in conferences and journals representing 50% and 50% of 
primary studies respectively is substantial proof. In addition,   results of the quality evaluation 
carried out for the primary of “relevance”, “limitations”, and “methodology”. The proposed 
reference frameworks focus on developing tools that allow auditors to perform fraud analyses 
more efficiently by shortening their detection time work aims to review current work related to 
fraud detection that uses the fraud triangle in addition to machine learning and deep learning 
techniques. Used the Kitchen am   methodology   to analyze the research works related to fraud 
detection from the last decade. Study   provides evidence that fraud is an area of active 
investigation. Fraud theories associated with human behavior, this SLR reveals very little 
evidence from studies supporting this approach, since only one primary study was found, 
corresponding to 3.13% of the studies. Several works related to fraud detection using machine 
learning techniques the analysis and detection of fraud in which only theories related to fraud 
that were associated with human behavior were considered, seven primary studies 
(corresponding to 21.88%). As future work, it is proposed that a review focused on detecting 
fraud and incorporates an analysis of the availability of data and the lack of access to this 
resource, including other data sources as possible alternatives, should be carried out,. 
“Researcher [5] was identifying publications related to fraud detection through the use of ML 
techniques based on the Fraud Triangle Theory. Fraud detection is complex, as it requires the 
interpretation of human behavior, but this is not the only issue. The lack of data available for 
training or testing detection models significantly complicates the assessment of detection 
strategies. Even when data are available, unbalanced datasets are the norm in this domain.  The 
large number of publications in conferences and journals representing 50% and 50% of 
primary studies respectively is substantial proof. In addition, results of the quality evaluation 
carried out for the primary of “relevance”, “limitations”, and “methodology”. The proposed 
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reference frameworks focus on developing tools that allow auditors to perform fraud analyses 
more efficiently by shortening their detection time work aims to review current work related to 
fraud detection that uses the fraud triangle in addition to machine learning and deep learning 
techniques. Used the Kitchen am   methodology   to analyze the research works related to fraud 
detection from the last decade. Study   provides evidence that fraud is an area of active 
investigation. Fraud theories associated with human behavior, this SLR reveals very little 
evidence from studies supporting this approach, since only one primary study was found, 
corresponding to 3.13% of the studies. Several works related to fraud detection using machine 
learning techniques the analysis and detection of fraud in which only theories related to fraud 
that were associated with human behavior were considered, seven primary studies 
(corresponding to 21.88%). As future work, it is proposed that a review focused on detecting 
fraud and incorporates an analysis of the availability of data and the lack of access to this 
resource, including other data sources as possible alternatives, should be carried out [6] present 
the case of using artificial intelligence to increase the client base of companies. The data used 
in this model is from KAGGLE. This database consists of 1000 car accidents and car insurance 
claims from Ohio, Illinois and Indiana from January 1, 2015 to March 1, 2015. Researcher was   
present three models for artificial intelligence, logistic regression, gradient boosting and 
random forest, Random Forest 0.821 % Logistic Regression 0.820 %   Gradient Boosting 
0.856. The results show that the best model can predict with 81% probability whether a 
potential customer would remain a customer of the company. Application of this model or 
similar models can be found in the detection of insurance fraud at the level of the entire 
industry, but also fraud at the level of certain insurance companies.  The results show that 
Gradient Boosting is the best model can predict with 81%.”  

3. MATERIALS AND METHODS 
Python is the programming language that we will be using for this study. It was first introduced 
by Guido van Rossum in 1991, when it was first released. The rise in popularity of the Python 
programming language over the last few years has been attributed to the increased use of Data 
Science. Python is an interpreted object-oriented programming and high-level language that is 
used in a variety of applications such as website backend code, data analysis projects, and is 
well-known for its use in scientific research. 

In this research we use the Google Colab. ”Colab” is a product developed by Google 
Research. Anyone can create and run arbitrary python code in the browser with Colab, making 
it an excellent tool for machine learning, data analysis, and education of all kinds. Jupyter 
Notebooks can be used for free in Google Collaborator. Using this service is completely free, as 
it is a cloud-based service provided by Google. Among Colab’s advantages is the fact that it 
doesn’t require any pre-installation. 

As above mentioned that it is an outstanding free version of a hosted Jupyter notebook that 
does not require any setup and provides access to Google processing resources such as GPUs 
and TPUs is provided by this service. When the browser is closed, a Colab’s instance can run 
for up to 12 hours and 90 minutes before being declared idle and being recycled. 
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With Google Colab, you can study and construct Python machine learning models quickly. 
It is built on the Jupiter notebook and allows for collaboration. The notebooks can be shared 
and edited by the team members even when they are separated geographically. It is also possible 
to post the notebooks on GitHub and make them available to the broader public. Many well-
known machine learning frameworks, such as PyTorch, Tensor Flow, Kara’s, and Open CV, 
are supported by Colab. As of right now, the only limitation is that R and Scale aren’t 
supported. Sessions and their duration are likewise restricted. Compared to the rewards, these 
are minor sacrifices. Different libraries are used in this research for building the model, one of 
them isdescribed here. 

3.1. Sklearn: 
scikit-learn (Sklearn) is the most convenient and powerful machine learning library in 

Python. It provides a powerful set of tools for machine learning and statistical modeling, 
including classification, regression, clustering, and dimensionality reduction, through a 
consistent Python interface. 

David Cournapeau created it in 2007 as part of a Google Summer of Code project under 
the name sickie learn. Later, in 2010, FIRCA members Fabian Pedregosa, Gael Varoquaux, 
Alexander Gram fort, and Vincent Michel advanced the project and released the first beta 
version (v0.1) on February 1st. 

3.2. NLTK: Python developers can utilize the NLTK framework to create applications that 
process human language data using statistical natural language processing and other related 
fields (NLP). Tokenization, parsing, categorization, stemming, tagging, and semantic reasoning 
are only some of the texts processing libraries included. 

 
The Kaggle Database provided the dataset. The dataset consists of total 40 attributes and 

we discard those which is not suitable for our model. The insurance policy and the customer 
are both represented in the dataset, which also includes information on both of these parties. It 
also includes details regarding the incident that served as the basis for the claims. Along with 
policy information, this dataset includes vehicle datasets (attributes, model, accident 
information, etc). (Type, Tenure, etc.). The goal is to determine whether or not a claim 
application is fraudulent.  
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3.3. Feature Extraction 
A dimensionality reduction technique called feature extraction divides a large amount of 

raw data into smaller, easier-to-process groups. These huge data sets share the trait of having 
many variables that demand a lot of computational power to process. The term ”feature 
extraction” refers to techniques that choose out specific variables and/or combine them to 
create features, hence minimizing the quantity of data that needs to be processed while still 
properly and fully characterizing the initial data set. By generating new features from the 
current ones, feature extraction attempts to decrease the number of features in a dataset (and 
then discarding the original features). The majority of the information in the original 
collection of features should then be summarized by this new, smaller set of features. 

In this study, we have discarded unnecessary attributes from the dataset. the attributes 
named as: “_c39”, “auto _model”, “policy_ bind_ date”, “policy_ state”, “incident_ date”, 
“incident_ state”, “incident_ city”, “incident_ location”, “policy_ csl” are discarded. After 
removing these attributes we implement data analysis graphs and execute different machine 
learning classifiers. 
Machine learning draws on many different areas of study, including but not limited 
to psychology, artificial intelligence, computer science, statistics, and optimization. 
Classification is a supervised learning technique used in machine learning to examine a given 
data set and create a model that divides the data into the appropriate number 
of distinct classes [8]. 

In the literature, there are a number of effective classification methods, such as the k-
nearest-neighbor classifier [14] Bayesian networks, artificial neural networks [17] decision trees 
[15], [13]. Although K-nearest-neighbor approaches have the benefit of being simple to use, 
they are typically highly sluggish if the input data set is very large. The existence of irrelevant 
characteristics, however, greatly affects these [14] 

To address the issue of detecting vehicle insurance fraud, we propose a number of 
supervised data mining classification algorithms in this section. In Chapter 2, we describe these 
algorithms and associated developments. In order to categories and forecast the characteristics 
of claims cases into ”fraud” or ”legitimate,” we observe that some of these classification 
algorithms have not been precisely explored in the vehicle insurance fraud business. A small 
amount of research has also been done on using unsupervised data mining techniques to detect 
fraud in auto insurance. For the sake of this thesis and our objectives, unsupervised learning 
data mining approaches are not relevant. As a result, our focus is mostly on supervised learning 
data mining approaches. 

In order to achieve the goals of our thesis, this section is devoted to researching scholarly 
sources on the subject of detecting vehicle insurance fraud using typical data mining and 
machine learning approaches. 

3.3. Supervised Data Mining Algorithms 
The supervised learning techniques that will be discussed in this thesis make use of labelled 
training data so that learners are aware of the class to which each training sample belongs. 
Unlabeled data is used to evaluate the predictive model once it has been built using this data. 
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This chapter surveys a number of classifications of supervise learning-related data mining 
approaches; each of them produces a classifier that can be applied to prediction and 
classification of any classification problem. Additionally, the majority of them have been used 
extensively to offer fundamental solutions to issues relating to the classification of fraudulent 
data in vehicle insurance to manage fraud detection.  

Here, we only cover methods for identifying false claims made under motor insurance. This 
issue has an impact on insurers’ revenue and profit, but it also has an impact on the cost of the 
fraud, which might be in the millions in developing 
nations and billions in affluent ones. The learning strategy, benefits, and drawbacks are 
discussed in the following sections. 

3.4. Naive Bayes Approach 
A type of classifier that makes use of the Bayes Theorem is naive Bayes. It forecasts membership 
probabilities for each class, such as the likelihood that a specific record or piece of data falls 
under a specific class. The most likely class is that which has 
the highest likelihood. 

According to (NB), an attribute value has no bearing on a particular class of attribute 
values. This implies that the values of other attributes have no bearing on the members of a 
class of a given attribute. Basically, the likelihood of this evidence with each class is determined 
in order to predict the class of a given attribute(s) using NB method. The class of that evidence 
is chosen based on which has the highest probability value [16]. 

3.5. Support Vector Machine SVM Approach 
A novel class of machine learning techniques built on statistical learning theory is the support 
vector machine. The machine learning community now focuses its research on support vector 
machines due to their strong promotion and improved accuracy [17]. Getting a model that 
maximizes performance for the training data is the main goal of pattern classification. The 
models are created using traditional training techniques such that each input-output 
combination is accurately identified as belonging to the class to which it belongs. However, if 
the classifier is too well-suited to the training set, the model starts to memories the set rather 
than learning to generalize, which reduces the classifier’s capacity for generalization [12]. The 
process of SVM is described in the following figure 3.3. 
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                                    Support Vector   Machine   Classifier 

3.6. Artificial Neural Network Approach 
The primary objective of ANN is to efficiently and scalable generate nonlinear parameterized 
mappings between a collection of input variables and a set of output variables. Straightforward 
three-layer neural network (an input, hidden and an output layer). There were three layers in 
ANN. These layers are linked together and have adjustable weights. The main task of a 
processing unit in ANN is to take in signals and connections and (non-linearly) turn a weighted 
sum of these signals into a single outputted signal. 

3.7. Logistic Regression Approach 
The logistic model is a type of statistical analysis frequently used in the fields of classification 
and predictive analytics. Logistic regression is a statistical method used to predict whether a 
specific event, such as voting or not voting, will occur given a set of independent variables. The 
dependent variable is limited to values between 0 and 
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                                          Three Layer Neural Network 
1 because the outcome is a probability. Odds, defined as the probability of success divided by 
the probability of failure, are transformed using a log-it function in logistic regression. 

Logistic regression is one type of supervised machine learning model used in the field of 
machine learning [16]. It’s also a discriminative model, meaning it tries to establish differences 
between groups (or categories). It cannot, as the name suggests, generate information of the 
class that it is trying to predict, such as an image, in contrast to generative algorithms like naive 
Bayes (e.g. a picture of a cat). 

3.8. K-Nearest Neighbor (K-NN) Approach 
K-NN is a supervised classification technique for classifying and predicting object situations 
based on the characteristics shared by the objects’ nearest neighbors. It is only at the server 
level that the K-NN algorithm is run. Until an item is categorized by a majority of its neighbors, 
K-NN continues to apply all of the calculations involved in the classification process. 
Furthermore, ”Euclidean distance” is used to rank all training samples. Because induction is 
time-dependent, K-NN is sometimes referred to as Memory-Based Classification. As a result, 
this technique necessitated a lot of processing power to be applied to the training data [13]. 
Below, we’ll take a look at one of the few works done on K-NN classifiers for the purpose of 
detecting vehicle insurance fraud. 

K-NN was one of several data mining approaches compared using real-world examples of 
motor insurance fraud. There were 1,399 PIP claims from accidents in 1993 that were used to 
compile the sample data. Predictors that raised no red flags were also included in the analysis. 
The study indicated that 500-NN had an accuracy of 83.7o% and that 1-NN had an accuracy of 
80.77% when employing ten-fold cross validation. When compared to other classifiers used in 
this study, such as NB, TAN, LS-SVM, MLP-NN, Log it model, and C4.5, K-performance NN’s 
was the worst. 

3.9. Ada-Boost 
Ada-Boost is one of the most popular algorithms for building robust classifications using linear 
classifications of members. The classification of participants is chosen to minimize errors at 
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each step during training. Ada Boost provides a simple and effective method for creating 
custom classifications. The performance of the ensemble depends on the differences between 
the member groups as well as the performance of each member group. However, the current 
Ada Boost algorithm focuses on the problem of detection of vehicle insurance fraud [15] 

3.10. Confusion Matrix 
Confusion matrix is used for performance measurement in machine learning classification on 
the test data. It consists of the 2 dimensions of classes, in which one is actual class and the 
other is predicated class. Using actual and predicated class, confusion matrix is built as True 
Positive (TP), False Positive (FP), False Negative (FN), True Negative (TN)  

3.11. Precision 
Precision is the percentage of positive samples that are accurately identified as True Positives 
out of the total number of positive samples (either correctly or incorrectly). 

   
3.12. Recall 

The recall is the fraction of positive samples that were appropriately labelled as such. In order 
to evaluate how well a model works, we look at its recall. When there are more positive samples 
found, recall is said to be higher. 

   
3.13. F-Measure 

The F1 score is the harmonic mean of the recall and accuracy scores. The F1 Score scale is 
from 0 to 1. A classifier’s accuracy (as measured by a percentage of correctly classified examples) 
and its stability are both revealed (it does not miss a significant 
number of instances. 

With high precision but low recall, you get a very precise result, but you also overlook many 
cases that are hard to categories. Generally speaking, our model 
Performs better as the F1 Score rises. It has a mathematical expression as: 

 
3.14. Accuracy 

Classification when we say something is accurate, we usually mean it to be accurate. It measures 
the proportion of accurate predictions to all input samples. We calculate the classification 
accuracy of 13 different classifiers, and evaluate our model. 

 
4. RESULTS AND DISCUSSION 

The purpose of this research is to build a model that can detect auto insurance fraud. The 
challenge behind fraud detection in machine learning is that there are far fewer frauds than 
legitimate insurance claims. This type of problem is called imbalanced classification. 
Cheating is unethical and harmful to the company. By building models that can classify auto 
insurance fraud, insurers can reduce losses. The less you lose, the more you earn.  
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Insurance fraud is intentionally fraudulent claims made against insurance companies or agents 
for proceeds. Fraud can be committed by contractors, ensured persons, third party agents or 
professionals who assist the claimant at different stages of the transaction. Insurance agents and 
company employees can also commit insurance fraud. Common fraud includes "stuffing" or 
claim inflation, misrepresentation of facts in insurance claims, filing claims for injuries or 
damages that never occurred, and fabricating accidents. 

    In the above table, you can see that, Logistic regression has 0.61 precision values, 0.55 
accuracy and 0.324 recalls. The least performance shows by the KNN classifiers, with 0.125 
precision value, 0.48 accuracy and 0.30 recall value. The best classifier among all of these 
twelve algorithms is Gradient Boosting Classifier with 0.90 accuracy, 0.92 precision and 0.89 
recall values. Random Boost Classifier and Ada Boost Classifier gives the 0.87 accuracy. Linear 
Discrimination Analysis, Extra Tree Classifier and Light GBM Classifier gives the 0.88 
accuracy. Following XG Boost and Cat Boost classifier gives the 0.89 accuracy which are the 
second highest score among all of these classifiers. 
Conclusions 
The research of motor insurance fraud detection is certainly not exception. Despite the 
recognized significance of data extraction methods in the detection of motor insurance fraud, 
the aforementioned framework or an organized review of their usage in motor insurance fraud 
detection studies is missing. Because of this, first of all, in this study, we carried out a review of 
academic articles and delivered an extensive bibliography and categorization framework for the 
usage of data mining and machine learning in motor insurance fraud detection. In this sense, 
our goal was to provide valued information for both scholars and practitioners of the respective 
fields in which certain techniques can be used in motor insurance fraud detection, and to 
report and assemble an organized review of the flourishing publications regarding motor 
insurance fraud detection. After the comprehensive literature review, along with the different 
motor insurance fraud schemes, in this study we presented an aggregated ranking of the most 

Classifiers Name Precision 
(%) 

Accuracy (%) Recall (%) 

Logistic Regression 0.6125% 0.55% 0.324% 

Support Vector Classifier 0.125% 0.69% 0.3030% 

KNN Classifier 0.5% 0.48% 0.25% 

Decision Tree 0.89% 0.85% 0.84% 

Random Forest Classifier 0.88% 0.87% 0.88% 

Linear Discrimination Analysis 0.87% 0.88% 0.90% 

Ada Boost Classifier 0.87% 0.87% 0.89% 

Gradient Boosting Classifier 0.92% 0.90% 0.89% 

XGBoost Classifier 0.91% 0.89% 0.89% 

Cat Boost Classifier 0.89% 0.89% 0.90% 

Extra Tree Classifier 0.87% 0.88% 0.90% 

Light GBM Classifier 0.87% 0.88% 0.90% 
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important motor insurance fraud indicators. While creating this aggregated ranking, we took 
the indicators presented in the literature into consideration, as well as the indicators 
recommended by the industry experts during our interviews and the ones present in our 
survey. Thus, the aggregated ranking can serve as a really good starting point for any future 
scholar or insurance company who wants to look into any part of motor insurance fraud 
detection. It can be helpful when insurance companies are working on their own accident 
reporting statements available on their website, or on their online claim reporting. Motor 
insurance fraud detection is a developing field where it is best to outpace the perpetrators. 
Furthermore, it is obvious that many aspects of intelligent fraud detection are still to be looked 
into. In the following section we will showcase some of the most important open issues related 
to motor insurance fraud detection and also recommend areas for possible upcoming research. 
Regarding the cost saving ability of the motor insurance fraud detection methods, it would be 
useful to examine the combination of our suggested method and the approach suggested 
handling the total damage (where the amount of compensation is equal to the value of the 
insured vehicle) and the partial damage claims separately. 
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