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Abstract: Decision making in the legal domain is often a complex task that involves gathering a large amount of information, an-

alyzing issues, legislation and precedents, as well as evaluating feasible options. A lot of work has been done in the field of se-

mantic similarity with multiple approaches in general-purpose domains. The role of semantic similarity is very important in the 

development of specialized search engine in the Judicial literature. In this paper, we try to acquire the domain specific features to 

prepare an input vector for efficient semantic similarity determination. We adopt a rule-based approach to acquire domain specific 

features by using WordNet (general purpose lexicon) and Black Law Dictionary (domain specific judicial dictionary). The meth-

odology is based on the alignment of features in the content words list between the WordNet (synsets) and the definition described 

in Black Law, considering the lexical forms in both resources to prepare a domain specific input vector for efficient semantic simi-

larity determination. The results obtained from this rule-based approach by combining the two resources makes it possible to ac-

quire the domain specific features and prepare the input vector for further semantic similarity determination which confirmed our 

hypothesis. The proposed method is evaluated with 6 different categories of data for the judicial literature i.e. Criminal, Civil, 

Revenue, Services, Constitutional, Corporate. We improved the domain specific features extraction process with an average of 

9.28%. As compared to other methods, our proposed rule-based technique achieved an accuracy of 90.2%.  (Precision, 0.92, recall, 

0.91 and F-measure, 0.90). 
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1. Introduction 

Semantic similarity measures has significant importance in many fields of computer applications such as Natural 
Language Processing (NLP), text summarization, information retrieval and educational system. Mathematically, se-

mantic similarity can be determined by finding the distance between terms or concepts using ontologies.  It can also 
be estimated statistically to correlate the textual context and words from   appropriate text corpus such as vector 
space model [1]. In information retrieval, similarity measure ranks score between text and query in the corpus. The 

task in natural languages is very challenging when words are same in meaning but not lexicographically [2] Semantic 
similarity is being used in the major area of NLP such as machine translation, Natural language understanding and 

Sentiment analysis. Deep learning method is the most popular and accurate way to measure the semantic similarity 
between two texts [3]. Geoinformatics is used to find the similarity between the concepts in geographics ontologies [4] 
and tags in OpenStreetMap. [5]. 

In computational linguistics, several metrics use WordNet and SentiWordNet for calculating semantic similarity 
[6]. Feature-based method is one of the popular methods which determine similarity between two words/concepts 

depending on the selected features which is also called “noun” and “is-a” relations-based methods. [7]. Sentiment 
analysis plays an important role to represent the semantic distance which gives numerical similarity scores to words 
[8]. If two objects are semantically related it represents semantic relatedness, which is inverse of semantic distance [9]. 

Semantic similarity can be measured using various methods: (1) Lexicon based (2) Corpus based (3) Knowledge 
based. Lexicon based approach is mainly used in sentiment analysis with corpus and dictionary approaches using 

lexical resources such as WordNet or SentiWordNet[10]. 
Corpus-based methods follow distributional theory for semantic similarity, which is based on word associations 

learnt from large text. In this method, words are considered more similar if their context is similar or used frequently 

together. The computation of this method is based on statistics of word co-occurrences or word distributions [11]. 
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There are various count-based methods as per different computational models such as Word2Vec [12], Normal-

ized Google Distance [13] or Pointwise Mutual information [14]. Count-based methods construct word-word matrix, 
where probabilistic model is directly applied to the word co-occurrences such as matrix factorization [15] and di-
mension reduction [16]. Word2Vecis a word-embedding tool based on predictive-based method, which directly learns 

dense vectors by predicting a word from the context of words at its surrounding. Word2Vec is computationally effi-
cient for larger corpus [12]. 

In knowledge-based method semantic similarity is based on ontology. In this method two words can be assumed 
more similar if they are positioned closer to each other in a given ontology. The lexical resource WordNet [6] is used 
as background ontology. The knowledge-based method improves the semantic similarity between the words by en-

coding the information of human defined hierarchical relations and synonymous words in sysnset[17]. 
The recent advancement of deep learning explored many research areas in machine learning field such as med-

ical imaging [18, 19], object classification [20, 21], visual surveillance [22, 23], signature / text [24–26]. 
To deal with these large amounts of text, knowledge-based systems are considered best-performing systems. 

Knowledge is unlimited and it is not possible for knowledge bases to store all the knowledge for all domain. For many 

applications based on knowledge bases, an extensive domain specific knowledge is necessary in addition to ma-
chine-readable dictionaries built for general-purpose knowledge.  

1.2 Need of Acquiring Domain Specific Features 

There are different machine learning methods used to predict semantic similarity between textual data.  This 
work investigated the input vector of LSTM model.  The LSTM model reads textual data in word-vectors and em-

ploys hidden state as a vector representation [3]. To determine the semantic similarity between input text, the domain 
knowledge is very important.  Many English words have different context in the Judicial Domain from the gen-

eral-purpose domain. To determine accurate semantic similarity between text in the judicial domain, it is necessary to 
search the meaning and context of that particular word in the judicial dictionary. 

The goal of this work is to develop an efficient model that prepares and update input vector of LSTM model for 

further utilization in semantic similarity determination process.   
The study aimed to extract domain specific features from the Judicial dictionary and update the feature list using 

a Rule-based approach. The LSTM was unable to determine the semantic similarity properly as per the context of ju-
dicial domain, and so, judicial dictionary (Black Law) was utilized to accurately capture the context and meaning of 
feature in the feature list and thus update the feature list with new acquired feature. The process involves domain 

specific features enriched with general purpose lexicon (WordNet) and Judicial dictionary (Black Law).  

1.3 Our Contribution 

Following are the contributions of this paper: 
1. Rule-based model is developed to prepare the domain specific input vector for LSTM model. 
2. Utilize the Black Law dictionary for extraction of domain specific features in the Judicial Domain. 

3. Update the features List based on defined rules utilizing Black Law dictionary and WordNet Synset. 
4. To utilize the proposed model for acquiring domain specific features and prepare input vector and validating the 

effectiveness of proposed method by obtaining the domain specific features. 

 

The rest of the paper is organized as follows. In Section 2, the related work comprising of semantic similarity and 
acquiring domain specific knowledge is discussed. In Section 3, we discussed the proposed model. In Section 4 the 

experimental setup is explained. Finally, section 5 gives conclusion. 

2. Related Work 

In this section, different machine learning methods have been reviewed that are used for acquiring domain spe-
cific knowledge from text. The works in [27] presented a method that acquire domain specific knowledge from text by 

extending WordNet. The concepts learned in this method were classified into an ontology and selected for financial 
domain using three seed concepts: interest rate, inflation and stock market. The proposed method pursuing the 

knowledge that obtain the concepts including some new concept that are not available in WordNet but it relates to the 
WordNet concepts. 

In addition, [28] presented a method to extend the Portuguese and Galician WordNet’s (PULO and Galnet) by 

exploring a terminological database (Termoteca) by adding new definitions, word as concept, Synset glosses and 
variants. The proposed method aligned the concepts of WordNet and Termoteca. Taking the WordNet synsets and 
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the concept of terminological records along with the knowledge domains and morphological category is used to re-

duce the occurrence of homography and polysemy in WordNet domains Hierarchy and Termoteca field domains.  
The works in [29] used query classification framework that performs the automatic identification and classification of 
user queries in a specified domain by analyzing the syntactical pattern.  

Information retrieval model has also been used in [30] to give answer to the users’ query based on knowledge 
base.  This model incorporates domain specific approach by using knowledge-based model and converting the 

knowledge into quantitative values, which represent the relationship of terms. The knowledge level has been reduced 
by representing the knowledge into statistical model like Vector space model. The proposed model also defined the 
knowledge reduction method by representing the knowledge sing semantic network which makes the knowledge 

representation model more flexible. 
Furthermore, a multi-purpose framework was presented in [31]  that exploits the generic knowledge base of 

WordNet to address the issue of "semantic heterogeneity" between ontologies. The multi-purpose model was pre-
sented for: (1) In the first step the incorrectly semantic relation between the concepts of ontology is discovered and 
corrected in a specific domain. (2)   Compute the semantic relations to merge with domain-specific ontologies. (3) 

Acquisition of statistical information to tackle the WordNet missing concept issue. (4) Incorporating the missing 
concepts into WordNet. The work in[32] implemented multi-classifier with improved architecture by training data 

and word embeddings in the context of constructing financial guidance natural language understanding (NLU) sys-
tem. The works in [33] extended WordNet for the acquisition  domain specific knowledge from text. 

In other work, pre-trained domain specific model for patent domain was presented in [34] using word embed-

dings. The model was trained on more than 5 million patents to evaluate the classification process. The proposed 
model used deep learning approach for automatic classification on word embedding.  

To acquire the knowledge in new domains for conceptual sentence analysis, Kenmore framework based on do-
main specific acquisition is presented in [35]that exploits on-line corpus with the minimal human intervention. The 
result was presented by using the proposed framework in two real-world domains to address a range of following 

sub problems: (1) POS tagging, concept tagging and semantic feature tagging for all words in corpus. (2) To obtain 
heuristics for disambiguation of POS and Semantic feature and concept activation. (3) To discover the antecedents of 

relevant pronouns.   
The work in [36] described the innovative approach of enriching WordNet (sloWNet) by expending its domain 

exploiting multiple resources. The proposed method used Slovene corpus of informatics domain to produce termi-

nology and as a bilingual resource the parallel English-Sloven corpus and online dictionary for mapping the terms to 
sloWNet.  The English term is identified through WordNet 2.1 and then translation is performed by using bilingual 

lexicon into Slovene. Next, a hybrid approach is used for the extraction from Slovene domain-specific corpus and fi-
nally match with existing WordNet synsets.  

Similarly,[37] presented a framework that extracts concept from biomedical documents.  The proposed frame-

work aims to improve document retrieval by transforming queries and documents from term to concept space and 
estimate the relevance model by analyzing the concepts semantically. Three main advantages of this approach in-

clude: (1) the words and concept have strong dependency (2) reduce the dimensionality of space, unifies the concept 
and reliable estimates of the relevance. (3) For domain resources, it performs the semantic analysis for accurate dis-

tribution of relevance. 
Another work in [38] employed ontology learning framework based on WordNet and web documents. This 

framework extracts relevant words from these resources and demonstrated for biological domain. Two techniques 

have been explored in this work by expanding the vocabulary.  Lexical expansion of WordNet and text mining to 
extract the vocabulary for ontology and similarity computation is performed to extract the most relevant since fin 

given concept word. 
Different approaches such as knowledge-based model, ontology base model, information retrieval, learning 

frameworks, domain specific model and hybrid model have been reviewed. However, there is a need to explore the 

applicability of rule-based model to acquire domain specific features for determination of semantic similarity in the 
judicial domain.   

3. Methodology 

This section presents the proposed method of acquiring domain specific features using rule-based approach. This 

section is comprised of following components: (i) acquisition of domain specific features, (ii) detail process flow of the 
proposed model, and (iii) Rules of acquisition. 

3.1 Acquisition of domain specific features 

31



Acquiring Rule-Based Domain Specific Features for Efficient Semantic Similarity Determination in the Judicial 

Literature 

 

One important issue in feature selection process is to acquire the domain specific features. In this work, a method 

of acquiring a domain specific feature is proposed and implemented, which is based on domain independent lexicon 
WordNet 3.1 and domain specific Black Law dictionary. To obtain the domain specific features from the prepared 
input query, a rule-based method is designed and developed. The set of rules are applied to the content words i.e., 

Noun, Verb, Adverb and Adjective in the prepared input query to get the updated domain specific features set.  The 
overall process of acquisition of domain specific features is presented in figure 1) 

 

Figure 1. overall process of acquiring domain specific features 

3.2 Detail process flow of the proposed model 

Many terms in specialized domain do not exist in general purpose lexicon. The proposed model is designed for 

specific domain i.e., judicial domain.  The proposed process flow of acquiring domains specific features is illustrated 
in figure 2. 
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Figure 2.  detail process flow of the proposed model 

3.3 Rules of Acquisition 

This section gives a detail description of the set of rules applied in the proposed approach to the content words 
list to acquire the domain specific feature list. Following are the rules. 

Rule 1:  IF word 𝑤𝑖  of content words list exists in both WordNet and Black Law THEN word 𝑤𝑖 remains same and check 

for next word 𝑤𝑖+1. 

Rule 2: (a) IF word 𝑤𝑖 of content words list exists in WordNet but does not exists in Black Law THEN search the word 

synonyms 𝑤𝑠 of word 𝑤𝑖 in Black Law: 

(b) IF found in Black Law THEN update word 𝑤𝑖 with Black Law Word 𝑏𝑤𝑖 and update the content words list.  

(c) IF not found THEN word 𝑤𝑖 remains same and check for next word 𝑤𝑖+1. 

Rule 3:  IF word 𝑤𝑖 of content words list exists in Black Law but not in WordNet THEN word 𝑤𝑖 remains same and check for 

next word 𝑤𝑖+1. 

Rule 4: (a) IF word 𝑤𝑖 of content words list does not exist in both WordNet and Black Law THEN search the word 𝑤𝑖 in 

Black Law definitions: 

(b) IF found in Black Law definitions with inverted comma THEN update word 𝑤𝑖 with Black Law root word 

𝑏𝑟𝑤𝑖 and update the content words list.  

(c) IF not found THEN word 𝑤𝑖 remains same and check for next word 𝑤𝑖+1. 

 

 The algorithm of the proposed Rule-base method is presented in below Algorithm 1. 
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4.  Results and Discussion 

This section presents the experimental results of proposed rule-base model obtained while addressing each rule.  

Table 1 presents the sample input query of the judicial domain. After pre-processing we got the pre-processed Con-
tent Words List. 
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Table 1.  Sample Input Query 

Category Year Query 

Criminal 2017 

That the petitioner is sui Juris and never ever being engaged in any crim-

inal proceedings till. the present time and by profession, the petitioner is a 

Medical Technician and performed his duty at Rescue1122 at City XYZ 

with  honesty  and regularly and the FIR is totally illegal, ineffective, also 

bear no authenticity regarding the factual and circumstances of the case, 

hence liable to be quashed in the light of the available documents circum-

stances.. 

That the entire documents reveals that the FIR mentioned above is lodged 

with mala fide intention and only for dragging the petitioner in the illegal 

case. 

That the story in FIR is frivolous, false so the FIR in question is liable to be 

quashed in the interest of justice. 

That the instant FIR cannot be sustained in the eye of law as no offence has 

been committed by the present petitioner and the FIR is tainted with mal-

ice I nothing but abuse of law and further a futile exercise. 

That there is no other efficacious alter adequate remedy except to invoke 

extra ordinary constitutional jurisdiction ·of this Hon'able court. 

Any other grounds may also be taken during the course of arguments with 

the permission of this Hon’able Court. 

It is therefore, most humbly prayed that on acceptance of the instant 

quashment petition, the FIR    No.    XXXX    Dated:    21/11/2016          

US   70, 419, 420, 468, 471, 109  PPC  Police   Station City XYZ  may 

kindly be quashed. 

 

Applying rules to the content words list of the sample input query shown in Table 1, Table 2, shows the result of 
obtaining domain specific features along with rules applied. 

Table 2. Identified sample domain specific features 

Feature Applied Rule No 

Sui Juris Rule No.3 

Mala fide Rule No.4 

Efficacious Rule No.2 

Quashed Rule No.1 

 

The proposed method is evaluated on a total of 600 input queries including 150 input queries from Criminal, 

Civil and Services Categories each and 50 input queries from Revenue, Constitutional and Corporate each. Table 3 
and Figure 3 summarizes the results obtained during the process of acquiring domain specific features by applying 

the rules described in section Rules of Acquisition. The table 3 depicts the total number of input query in each cate-
gory, the total number of content words and the domain specific features acquired using the define rules. 

 

 
 

Table 3. Rule-wise results of acquiring domain specific features 
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Category No of 

Input 

Query 

No. of 

Content 

Words 

Applied Rules Numbers 

1 2 (a) 2 (b) 2 (c) 3 4 (a) 4(b) 4 (c) 

Criminal 150 24337 22049 593 470 123 1109 586 491 95 

Civil 150 21389 19828 310 266 54 832 419 357 62 

Revenue 50 8135 7581 147 135 12 320 86 51 35 

Constitutional 50 6778 6032 215 200 15 435 96 37 59 

Service 150 19701 18086 302 217 85 1037 276 198 78 

Corporate 50 5945 5173 111 75 36 460 202 140 62 

Total 600 86285 78749 1678 1363 325 4193 1665 1274 391 

 

 

 

Figure 3 Rule-wise Domain specific features 

 

Table 4 and Figure 4 summarizes the results in terms of the total number of content words in each category and 

after applying rules to obtain the domain specific features. The last column shows the percentage of the acquired 
domain specific features in each category. It means that by using the domain specific lexicon i.e., Black Law Dictionary 
with general purpose lexicon i.e., WordNet, the process of features selection in this domain is enhanced by an average 

of 9.28%.     

 

Table 4. overall acquired domain specific features 
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Category No of Input 

Query 

No. of Con-

tent Words 

Acquired Domain 

Specific Features 

%age 

Criminal 150 24337 2288 9.40 

Civil 150 21389 1561 7.29 

Revenue 50 8135 553 6.79 

Constitutional 50 6778 746 11.00 

Service 150 19701 1615 8.19 

Corporate 50 5945 773 13.00 

 

 

Figure 4. overall acquired domain specific features 

5.Performance of the proposed method 

The proposed rule-based model, when applied to the preprocessed input query, the performance results in terms 
of accuracy, precision, recall and F1 measure are shown in table 5. 

 

Table 5. performance of the proposed method 

Accuracy Precision Recall F1 Measure 

90.2% 0.92 0.91 0.90 

 

6. Discussion 

The experiment proved that acquiring domain specific features have significant impact on the results. The pro-

posed rule-based model extracted the features in the judicial domain which will increase in accuracy in determination 
of semantic similarity. By utilizing the proposed rule-based model, on average 9.28% features are updated in 6 dif-

ferent categories. A more domain specified feature set will have more accuracy in determination of semantic similar-
ity.    

7. Conclusion and Future Work 

 In this research work, a rule-based model was applied for the acquisition of domain specific feature from the 

content words list of the input query and updates the feature list. The proposed rule-based model performed the fol-
lowing tasks: (i) content words list extraction from preprocessed input query (ii) acquisition of domain specific feature 
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extraction utilizing WordNet and Black Law dictionary (iii) updating the feature list and preparation of input vector 

for LSTM model.  
    In the proposed rule-based model, Black Law dictionary was combined with WordNet lexical resource to 

handle the issue of different context and meaning of same feature in Judicial domain and in the general-purpose 

domain. From evaluation and experimental results, the proposed rule-based model achieved an accuracy (90.2%), 
where precision is (0.92), recall is (0.91) and F-measure is (0.90, which is remarkable contribution to the Judicial pro-

cess and will get good results in real time applications. 
 

 7.1 Limitations 

The proposed method has some limitation which are described as follows: 
 Applying rules to each feature of the content words list reduces the performance of the model. 

 Applying Rule No. 4 part (b), if multiple words are found in black law definition with inverted comma, the proposed 
model selects the first available feature and updatesit in the feature list.  

 The proposed study is limited to only English Language and Judicial Domain. 
 

7.2  Future Work 

Following are the suggestions for future work: 
 Applying rules to only important features can increase the performance. 
 Utilizing Rule No.4, feature can be accurately extracted by checking the context of each feature with inverted comma 

in black law definition and select only the one that has nearest context. 
 This work can be probably be enhanced by exploring other legal dictionaries of judicial domain.   
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