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Abstract: 

Feature learning algorithms have been studied extensively for solving many pattern 

recognition problems, and several effective algorithms have been proposed. This paper 

proposes a feature learning-based segmentation algorithm (FLSA) for determining 

appropriate features for hand segmentation. This new approach combines an unsupervised 

learning phase and a supervised learning phase for hand segmentation. The unsupervised 

learning phase consists of preprocessing, patch generation, and filter learning through the 

K-means algorithm. The supervised learning phase consists of feature extraction, 

classification learning, pixel classification, and morphological operation. The FLSA starts 

feature learning through the K-means algorithm and then trains a neural network (NN) as the 

classifier for classifying a pixel into two categories: hand and nonhand. As feature learning 

progresses, features appropriate for hand segmentation are gradually learned. The emphasis 

of the FLSA on feature learning can improve the performance of hand segmentation. The 

Georgia Tech Egocentric Activities data set was used as unlabeled data for feature learning, 

and the corresponding ground-truth data were used for NN training. The experimental results 

show that the FLSA can learn features from unlabeled data and verify that feature learning 

leads to hand segmentation that is more effective than that without feature learning. 
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I. INTRODUCTION 

Feature learning, also called representation learning [1], [2], [3], involves a set of 

techniques in machine learning that learn a transformation of “raw” inputs into a 

representation that can be effectively exploited in a supervised learning task such as a 

recognition problem [4], [5], object detection and semantic segmentation [6], [7], scene 

classification [8], [9], robotic applications [10], and person reidentification [11]. Feature 

learning algorithms may be either unsupervised or supervised, such as multilayer neural 

network (NN), autoencoder, K-means, matrix factorization, restricted Boltzmann machine 

(RBM), and various forms of clustering [12]. 

Multilayer NNs can be applied to feature learning because they learn a representation of 

their input at the hidden layers; the representation is subsequently used for classification or 

regression at the output layer. Feature learning can be performed in an unsupervised manner in 

which the features are learned from an unlabeled data set. The learned features are then 

employed using labeled data to improve the performance of classification task in a supervised 

manner [13]. 

The K-means algorithm, which has been considered for feature learning in many 

applications, clusters unlabeled data into k clusters where the centroids of the clusters 

represent the dictionary of features. These centroids are then used to produce features for a 

subsequent supervised learning task. The produced features can be derived using several 

methods, the simplest of which is to add k binary features to each sample. Coates and Ng [14] 

determined that certain variants of the K-means algorithm behave similarly to sparse coding 

algorithms. 

In comparatively evaluating unsupervised feature learning methods, Coates and Ng [14] 

found that K-means clustering with an appropriate transformation outperforms the more 

recently invented autoencoder and RBM algorithms in an image classification task. The 

K-means algorithm has also been demonstrated to improve performance in the domain of 

natural language processing, specifically for named-entity recognition, and it competes with 

Brown clustering and distributed word representations. Therefore, the superiority of the 
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K-means algorithm is useful for applications involving hand-crafted features, such as image 

segmentation. 

Hand segmentation is a crucial technology for egocentric activity recognition [15]. For 

example, Google Glass, a wearable computer with an optical head-mounted display, was 

developed for producing a mass-market ubiquitous computer [16]. It is equipped with an 

eye-view scope that can be further analyzed for user activity recognition, particularly because 

the hands of the user generally appear in the eye-view scope. To perform egocentric activity 

recognition further according to hand activities, hand segmentation is an essential technology 

for extracting the hands. Other advanced devices, such as GoPro and Kinect, have been 

applied to capture egocentric images. 

Hand segmentation refers to the process of partitioning a digital image into multiple 

regions and selecting the regions that belong to the hands [17]. The goal of segmentation is to 

simplify and change the representation of an image into a result that is more meaningful and 

easier to analyze [18]. Image segmentation mainly groups pixels in homogeneous regions 

according to common features; more precisely, it is the process of assigning a label to every 

pixel in an image so that pixels with the same label share certain visual characteristics. Image 

segmentation is typically applied to locate and analyze objects in images. 

The result of image segmentation is a set of segments that collectively cover the entire 

image, or a set of contours extracted from the image. All of the pixels in a region are similar 

with respect to a particular characteristic or computed property such as color, intensity, or 

texture. Adjacent regions are distinct with respect to the same characteristics. Segmentation is 

mainly used in medical imaging, face recognition, fingerprint recognition, traffic control 

systems, and machine vision. However, selecting appropriate features for hand segmentation is 

difficult because the features are generally hand-crafted features that are not easily designed. 

Thus, developing a feature learning algorithm is necessary to extract appropriate features for 

specific tasks. 

This paper describes a feature learning-based segmentation algorithm (FLSA) for 

determining appropriate features for hand segmentation. The new approach combines an 

unsupervised learning phase and a supervised learning phase for pixel-based hand 

segmentation. It starts feature learning through the K-means algorithm and then trains a 



 

classifier to classify a pixel into two categories: hand and nonhand. As feature learning 

progresses, features appropriate for hand segmentation are gradually learned. The effects of 

the FLSA on feature learning can improve the performance of hand segmentation. 

The remainder of this paper is organized as follows. Section II describes the proposed 

algorithm in detail, and Section III presents the experimental results. Finally, Section IV 

concludes this paper with a brief summary and a few remarks. 

II. FEATURE LEARNING-BASED SEGMENTATION ALGORITHM 

This section presents the proposed FLSA in detail. The main objective of the FLSA is to 

perform both feature learning and classifier learning through unsupervised and supervised 

learning, respectively. Fig. 1 shows a flowchart of the FLSA, which includes two main parts: 

unsupervised feature learning and supervised classifier learning. The unsupervised feature 

learning consists of preprocessing, patch generation, and filter learning through the K-means 

algorithm. The supervised classifier learning consists of feature extraction, classification 

learning through an NN, pixel classification, and morphological operation. These two main 

parts are further explained as follows. 

A.  Unsupervised feature learning 

This section describes the framework of an unsupervised feature learning algorithm for 

hand segmentation. The framework involves several stages and is similar to other feature 

learning works, e.g., ICA [19] and sparse coding [20]. The flowchart of the unsupervised 

feature learning algorithm is shown in Fig. 2. First, the acquired raw data must include 

scenarios that are related as closely as possible to the objective application. First, the patches 

are generated from the raw data for the further dictionary construction. Then, a pre-processing 

is applied to remove the correlations between nearby pixels. Finally, the dictionary is learned 

by K-means algorithm and could be employed to extract features for hand segmentation. The 

following section will introduce the patch generation and pre-processing in detail. 

This learning framework starts with patch generation while the raw data are acquired from 

the scenarios related to the objective application. Furthermore, in order to ensure a practical 

number of inputs for each cluster in K-means algorithm, a sufficient number of patches are 

necessary to train a K-means dictionary. In practice, 100,000 patches are enough for 16-by-16 



 

gray patches [4]. The patch generated from unlabeled raw data has dimension r-by-r and c 

channels, where r refers to as the receptive field size [14] and c = 3 in RGB color image and c 

= 1 in gray level image. Each patch can be represented as a vector in n  of pixel intensity 

values, with n = r  r  c. Then a set of patches could be sampled from the raw data as 

     mx,,x,x 21 , where   nix  . Thus a data matrix X could be constructed with n rows and m 

columns and is used to build dictionary in feature learning process. Then the dictionary could 

be adopted to construct a new representation of data with minimal error in reconstruction. 

The pre-processing starts from normalizing the contrast and brightness of the patches. It 

could be achieved by 
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where X  and 2

X  are mean and variance of X , respectively. Since K-means is likely to 

achieve highly correlated centroids, it may result in poor recognition or prediction 

performance [4]. Therefore, whitening is applied to remove the correlations between nearby 

pixels and is achieved by Zero Component Analysis (ZCA) whitening transformation. First, 

the eigenvalues, D, and eigenvactors, V, are obtained via the eigenvalue decomposition of the 

covariance of the data as 

  XVDV
~

covT  2  

Then the whitened data could be computed by 
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1

   3  

where   is a small constant. 

The unsupervised feature learning algorithm adopts the K-means algorithm to learn the 

dictionary of the features. The K-means algorithm is one of the unsupervised learning methods 

used for partitioning n observations into k clusters by minimizing the variance of each cluster. 

The technique consists of three main steps: initializing cluster centroids, assigning clusters, 

and updating cluster centroids. The first step involves randomly selecting k patches from the 

whole data set X and adopting them as the cluster centroids (filters). In the second step, the 

cluster assignment is achieved by assigning each observation to the cluster with the nearest 

mean where the distance could be either the Euclidean distance or the Manhattan distance. The 



 

final step entails calculating the gravity point for each cluster to be the new cluster centroids. 

The process iterates for a fixed number of iterations or stops when the convergence of clusters 

is achieved. 

Two types of distance function are commonly used for the K-means algorithm: the 

Euclidean distance and the Manhattan distance. The formula of the Euclidean distance is 

shown as follows: 

     


n

i iiE cp,D
1

2cp  

where p is the position of a data point, c is the position of a cluster center, and n is the 

dimension. However, the Euclidean distance requires considerable computational resources 

because of the square root operation. To manage the problem, an alternative function called 

the Manhattan distance is used; its algorithm is expressed as 
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where the computation time is less than that of the Euclidean distance. The computation time 

of the K-means algorithm depends on the size of the data set and the number of clusters; that is, 

the higher the number of clusters is, the longer the computation time. Therefore, using a 

simpler distance function can accelerate the K-means algorithm. Although the accuracy of the 

Manhattan distance is slightly lower than that of the Euclidean distance, the result is still 

acceptable. The learned centroids are the filters used to extract the feature for further 

supervised classifier learning. 

B. Supervised classifier learning 

This section describes the supervised classifier learning framework, which consists of 

feature extraction, classifier learning, pixel classification, and morphological operation. The 

supervised classifier learning starts with feature extraction, where the features of each pixel 

are extracted from the filters learned by the unsupervised feature learning framework. The 

features and their corresponding ground-truth data are then used to train the classifier. The 

pixels are classified into two categories—hand and nonhand—through the learned classifier 

according to the features. Finally, a morphological operation is used to eliminate noise.  

The supervised classifier learning adopts an NN as the classifier because of its 

classification ability [21]. The structure of an NN consists of input neurons, hidden neurons, 



 

output neurons, and connections between each layer. The number of neurons in the input and 

output layer is problem dependent. The input vector is linearly combined at the hidden neuron 

and then processed by the activation function, which can be one of the continuous neuron 

models (e.g., logistic, hyperbolic tangent, linear threshold, exponential, and Gaussian signal 

function) [22]. Regarding the training algorithm, the Levenberg–Marquardt algorithm [23] is 

used to update the weights as follows: 

   εGIGG TT 1
 vv  

where v is the weight vector, G is the Jacobian matrix,  is the network error vector, and  is a 

positive scalar parameter. 

 With sufficient training epochs, an NN can be learned to classify pixels. The preliminary 

hand segmentation results with noise can then be obtained. To eliminate the noise from the 

segmentation results, morphological operations including erosion and dilation are adopted. 

The morphological erosion operation can be expressed as 

  : ( )xA B x B A    

where A is the original image and B is a disk-shaped structuring element with a fixed radius. It 

is expected that the noise in an image can be erased after the operation. However, some gaps 

may also be generated in isolated regions after erosion. To repair these gaps, the 

morphological dilation operation is further employed and expressed as 

  ˆ: ( )xA C x C A      

where C is a disk-shaped structuring element with a fixed radius. It is expected that the gaps in 

image A can be repaired after operation. 

III. EXPERIMENTAL RESULTS 

The goal of the experiment was to segment hands from an image by using the proposed 

FLSA. A Georgia Tech Egocentric Activities (GTEA) data set [1] was adopted as the data set 

in the experiment, which entailed seven daily activities from an egocentric perspective 

performed by four subjects. A GoPro camera was mounted on a baseball cap worn by each 

subject to capture the area in front of the subject’s eyes. The image sequence was captured at a 

resolution of 1280×720. The data set contains the following scenarios: Hot Dog, Instant 



 

Coffee, Peanut Butter Sandwich, Peanut Butter and Jelly Sandwich, Sweet Tea, Coffee and 

Honey, and Cheese Sandwich. The image sequence showed that the subjects’ hands frequently 

appeared and interacted with the objects, such as the coffee, water, cup, and tea, in the 

corresponding scenarios. Therefore, hand segmentation is the key technique for egocentric 

activity recognition and is considered the benchmark problem. The images were downsampled 

because of the hardware computational limitation. Fig. 3 shows examples of the GTEA data 

set, where Fig. 3(a), (b), (c), and (d) present the cheese, coffee, tea, and hot dog activities.  

The proposed algorithm was implemented using Matlab on a desktop PC that had an Intel 

Core I5-2550K 4.5GHz and 32 GB of DDR3 1600MHz RAM. In this experiment, the system 

comprises three parameters: (i) the number of features k, (ii) stride s, and (iii) receptive field 

size w. The parameters used for feature learning are set at k = 16, s = 5, and w = 5. For ZCA 

whitening transformation,   is set to 0.01 for 16-by-16 pixel patches according to the 

suggestion in [4].The features are extracted via a 16-by-16 receptive field. Regarding the 

classifier learning, the structure of the NN is designed as follows. The input layer consists of 

48 input nodes that receive the features, whereas the output layer consists of one output node 

that represents whether the pixel belongs to the hand. Furthermore, one hidden layer that uses 

a logistic sigmoid function as the activation function is adopted. The number of training 

epochs is 10,000. 

To determine the parameter k in the K-means algorithm, a set of experiments with various k 

were performed. The results are shown in Fig. 4, where the numbers on the horizontal axis 

represent various k, whereas the numbers on the vertical axis represent the hand segmentation 

accuracy. As shown, k = 16 has the highest accuracy. Therefore, k is set at 16 in the 

experiments. According to the same concept, the number of hidden neurons was designed 

through a set of experiments with various numbers of hidden neurons. The results are shown 

in Fig. 5, where the numbers on the horizontal axis represent the numbers of hidden neurons, 

whereas the numbers on the vertical axis represent the hand segmentation accuracy. As shown, 

the NN with 40 hidden neurons demonstrated the highest performance and was thus selected 

as the structure of the NN. 

The centroids (or dictionary) learned by the K-means algorithm are shown in Fig. 6. The 

receptive field incorporates filters with different orientations but various phases and 



 

frequencies. Some receptive fields perform the functions similar with Sobel filters, whereas 

some receptive fields carry out the functions similarly with an average filter, such as the final 

four filters in the final row of Fig. 6. 

For illustrating the performance of the proposed FLSA further, Fig. 7 shows an example of 

the ground-truth data and the segmented result of the FLSA. Although the result still contains 

the noise, the outline of the hands can be extracted. A morphological operation can then be 

applied to further eliminate the noise. For comparing the FLSA with those of other studies, 

Table I presents a comparison of segmentation results at different image resolutions. The first 

method involves using the NN [23] to segment the hands without feature learning. The 

features used in the NN [23] are the raw RGB values of the pixel and the surrounding eight 

pixels. Notably, the centroids employed in the FLSA were learned in RGB channels. The 

results show that the accuracy with high resolution images of 405720 is higher than that with 

low resolution images of 203360. Hence, the higher the resolution is, the higher the accuracy. 

However, the higher resolution did not substantially improve the accuracy but required longer 

computational time. According to the experimental results, the resolution of the images does 

not critically affect the accuracy. Moreover, the FLSA achieved higher accuracy than the NN 

did [23] because of the integration of unsupervised feature learning. The experimental results 

therefore indicate the superiority of integrating the phases of unsupervised and supervised 

learning. 

IV. CONCLUSION 

This paper proposes an FLSA that combines unsupervised feature learning and supervised 

classifier learning algorithms for hand segmentation. The framework involves two learning 

phases. The first is unsupervised feature learning, which consists of preprocessing, patch 

generation, and filter learning by using unlabeled data through the K-means algorithm. The 

second is supervised classifier learning, which consists of feature extraction, classification 

learning through the NN, pixel classification, and morphological operation. The main 

advantage of feature learning through the K-means algorithm is the simplicity and low 

computational cost on a large scale. Furthermore, the design of features is not necessarily 

hand-crafted. In experiments conducted to evaluate the performance of the proposed FLSA, a 



 

GTEA data set was used as the unlabeled data for feature learning, and the corresponding 

ground-truth data were used to train the NN. The experimental results show that features can 

be learned from unlabeled data and verify that feature learning leads to hand segmentation 

that is more effective than that without feature learning. Furthermore, the resolution of the 

images does not critically affect the accuracy. Future work will focus on the development of 

region-based hand segmentation and its corresponding feature learning algorithm. 
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Table 1. Comparison of segmentation results at different resolutions. 

Method Resolution # of pixels # of features Accuracy (%) 

NN [23] 203360 7308000 27 80.70 

NN [23] 405720 29160000 27 81.08 

FLSA 203360 7308000 16 82.43 

FLSA 405720 29160000 16 82.62 

 

 

 

 

 

Fig. 1. Feature learning-based segmentation algorithm flowchart. 

Patches generation 

 

Pre-processing 

 

Filters learning with k-means 

Feature extraction 

Classifier learning 

 End 

 Start 

Pixels classification 

Morphology operation 

Unsupervised 

feature learning 

Supervised classifier 

learning 



 

 

 

 

Fig. 2. Feature learning flowchart. 

 

 

 

 

Fig. 3. Examples of a GTEA data set: (a) cheese, (b) coffee, (c) tea, and (d) hot dog. 
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Fig. 4. Decision of the parameter k in K-means clustering. 

 

 

 

 

Fig. 5. Decision of the number of hidden neurons in the NN. 
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Fig. 6. Centroids learned by the K-means algorithm. 

 

 

 

 

Fig. 7. Examples of hand segmentation: (a) ground-truth data and (b) segmented result 

from using the FLSA. 
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