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Abstract. We consider the random variable Sn,k, which counts the num-

ber of subtrees size-k profile in bucket recursive trees with variable bucket
capacities. We get the p-th factorial moments of the random variable Sn,k

and show a phase change of this random variable. These can be obtained by
solving a first order partial differential equation for the generating function

correspond to this quantity with using a suitable substitution that satisfies a
Riccati equation.

1. Introduction

Trees are defined as connected graphs without cycles, and their properties are
basics of graph theory. For example, a connected graph is a tree, if and only if
the number of edges equals the number of nodes minus 1. Furthermore, each pair
of nodes is connected by a unique path. A rooted tree is a tree with a countable
number of nodes, in which a particular node is distinguished from the others and
called the root node.

The node profile is defined as the number of nodes at distance k from the root in
a tree. There is another kind of profile which is defined as the number of subtrees
of size k. This kind is called subtree size profile and has been investigated for
random binary search trees, random recursive trees and random Catalan trees; see
[1, 2, 4, 5, 6] and. This kind of profile is an important tree characteristic carrying
a lot of information on the shape of a tree. For instance, total path length (sum
of distances of all nodes to the root) and Wiener index (sum of distances between
all nodes) can be easily computed from the subtree size profile. Also, studying
patterns in random trees is an important issue with many applications in computer
science (see [3] and [7]) and mathematical biology [1].

Meir and Moon [11] defined recursive trees as the variety of non-plane increas-
ing trees such that all node degrees are allowed. In this model, the capacity of
nodes is 1. In this paper, we will consider the bucket recursive trees with variable
capacities of buckets. Mahmoud and Smythe introduced bucket recursive trees as
a generalization of random recursive trees [10]. In this model the bucket is a node
that can hold up to b ≥ 1 labels. The capacity of a bucket v (c = c(v)) is defined
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by the number of its labels. They applied a probabilistic analysis for studying the
height and depth of the largest label in these trees. A (probabilistic) description of
random bucket recursive trees is given by a generalization of the stochastic growth
rule for ordinary random recursive trees (which are the special instance b = 1),
where a tree grows by progressive attraction of increasing integer labels: when in-
serting element n+ 1 into an existing bucket recursive tree containing n elements
(i.e., containing the labels {1, 2, ..., n}) all n existing elements in the tree compete
to attract the element n + 1, where all existing elements have equal chance to
recruit the new element. If the element winning this competition is contained in
a node with less than b elements (an unsaturated bucket or node), element n+ 1
is added to this node, otherwise if the winning element is contained in a node
with already b elements (a saturated bucket or node), element n + 1 is attached
to this node as a new bucket containing only the element n + 1. Starting with a
single bucket as root node containing only element 1 leads after n − 1 insertion
steps, where the labels 2, 3, ..., n are successively inserted according to this growth
rule, to a so called random bucket recursive tree with n elements and maximal
bucket-size b. In this paper we consider a model of bucket trees where the nodes
are buckets with variable capacities labelled with integers 1, 2, · · · , n (not the same
capacities as bucket recursive trees).

Definition 1.1. [8] A size-n bucket recursive tree Tn with variable bucket capac-
ities and maximal bucket size b starts with the root labelled by 1. The tree grows
by progressive attraction of increasing integer labels: when inserting label j + 1
into an existing bucket recursive tree Tj , except the labels in the non-leaf buckets
with capacity < b all labels in the tree (containing label 1) compete to attract the
label j + 1. For the root node and buckets with capacity b, we always produce
a new bucket j + 1. But for a leaf with capacity c < b, either the label j + 1 is
attached to this leaf as a new bucket containing only the label j+1 or is added to
that leaf and make a bucket with capacity c+1. This process ends with inserting
the label n (i.e., the largest label) in the tree.

Bucket recursive trees with variable capacities of buckets are appeared in chem-
istry, social science, in some computer science applications and furthermore. They
are appeared as a model for the spread of epidemics, for pyramid schemes, for the
family trees of preserved copies of ancient texts. In the family trees, suppose males
with the same ethical traits come together in each generation. Suppose up to 3
people are matched with the same attributes. Then a bucket recursive trees with
variable capacities of buckets with maximal bucket size 3 is formed. In this case,
and in a genealogy of n people, the distance between two specific individuals is the
quantity examined in this article. For another example, if n atoms in a branching
molecular structure are stochastically labelled with integers 1, 2, ..., n, then atoms
in different functional groups can be considered as the labels of different buckets
of a bucket recursive tree (the size of the largest functional group is b).

In passing, we give the combinatorial description of our model. Let d(v) be the
out-degree of node v. It will be convenient to define for trees the size |T | of a
tree T via |T | =

∑
v c(v). An increasing labelling of an ordered tree T is then a

labelling of T , where the labels {1, 2, ..., |T |} are distributed amongst the nodes of
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T . Then a class T of a new family of bucket-increasing trees can be defined in the
following way: A sequence of non-negative numbers (αk)k≥0 with α0 > 0 and a
sequence of non-negative numbers β1, β2, ..., βb−1 is used to define the weight w(T )
of any ordered tree T by w(T ) := Πvw(v), where v ranges over all nodes of T . It
is natural that w(v) must be dependent on c(v) and d(v). Thus the weight w(v)
of a node v is given as follows:

w(v) :=

{
αd(v), v is root or complete (c(v) = b)
βc(v), v is incomplete (c(v) < b).

(1.1)

The above definition is reasonable because the root is the only incomplete node
that has outdegree ≥ 1. Thus for complete nodes and root, the weight is dependent
on the out-degree and described by the sequence αk, whereas for incomplete nodes
except of root the weights are dependent on the capacities.

Furthermore, L(T ) denotes the set of different increasing labelings of the tree T
with distinct integers {1, 2, ..., |T |}, where L(T ) := |L(T )| denotes its cardinality.
Then the family T consists of all trees T together with their weights w(T ) and
the set of increasing labelings L(T ). For a given degree-weight sequence (αk)k≥0

with a degree-weight generating function φ(t) :=
∑

k≥0 αkt
k and a bucket-weight

sequence β1, β2, ..., βb−1, we define the exponential generating function

Tr,k1,...kr (z) :=
∞∑

n=1

Tn,b,r,k1,...kr

zn

n!
, (1.2)

where Tn,b,r,k1,...kr :=
∑

|T |=n w(T ) · L(T ) is the total weights. For this model,

Tn,b,r,k1,...kr
=

(n− 1)!(b!)n(1−
∑r

i=1 |Pki
|)

b
, n ≥ 1

φ(Tr,k1,...kr (z)) =
(b− 1)!

1− b!1−
∑r

i=1 |Pki
|z
, (1.3)

where Pki is the set of all trees of size ki and r is the degree of root node [8]. For
simplicity, we set Tn,b := Tn,b,r,k1,...,kr and T (z) := Tr,k1,...,kr (z).

The motivation of studying the random variables in random trees is multifold.
Here, we consider the random variable Sn,k, which counts the number of buckets
that are the root of a subtree of Tn with size k.

2. Main Results

Theorem 2.1. Let Sk(z, u) be the moment generating function

Sk(z, u) =
∑
n≥1

∑
m≥0

P(Sn,k = m)Tn,b
zn

n!
um

=
∑
n≥1

∑
m≥0

P(Sn,k = m)
(b!)n(1−

∑r
i=1 |Pki

|)

b

zn

n
um.
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Then

Sk(z, u) =
β(r, b)(u− 1)zk

k
+ log

 1

1− β(r, b)
∫ z

0
e

β(r,b)(u−1)tk

k dt

 , k ≥ 1 (2.1)

where β(r, b) = b!−Σr
i=1|Pki

|.

Proof. According to the definition of the tree, the probabilities of P(Sn,k = m)
satisfy (ni ≥ 1, mi ≥ 0 and n > k)

P(Sn,k = m) =
∑
r≥1

1

r!

∑
n1+···+nr=n−1

(
n− 1

n1, ..., nr

)
T ∗
n1,b

· · ·T ∗
nr,b

Tn,b

×
∑

m1+···+mr=m

P(Sn1,k = m1) · · ·P(Snr,k = mr), (2.2)

with initial values P(Sk,k = 1) = 1, P(Sn,k = 0) = 1 for 1 ≤ n < k where T ∗
ni,b

is

the total weights of the ith subtree similar to [4]. Thus recurrence (2.2) leads to
the following functional equation

∂

∂z
Sk(z, u) = b!−

∑r
i=1 |Pki

|
(
eSk(z,u) + (u− 1)zk−1

)
, (k ≥ 1) (2.3)

with initial condition Sk(0, u) = 0. The solution of partial differential equation
(2.3) can be found as follows:
By using the substitution

W (z, u) = β(r, b)eSk(z,u)

in (2.3), we can see that W (z, u) satisfies a Riccati equation of the form

∂

∂z
W (z, u) = β(r, b)× ∂

∂z
Sk(z, u)× eSk(z,u)

= β(r, b)× β(r, b)(eSk(z,u) + (u− 1)zk−1)× eSk(z,u)

= (β(r, b)eSk(z,u))2 + β(r, b)(u− 1)zk−1β(r, b)eSk(z,u)

= (W (z, u)2 + β(r, b)(u− 1)zk−1W (z, u).

Let W (z, u) = −
∂
∂zQ(z,u)

Q(z,u) , it follows that Q(z, u) satisfies the linear 2nd order

partial differential equation

∂2

∂z2
Q(z, u) = β(r, b)(u− 1)zk−1 ∂

∂z
Q(z, u), (2.4)

since

∂

∂z
W (z, u) = − ∂

∂z

(
∂
∂zQ(z, u)

Q(z, u)

)

= −
∂2

∂z2Q(z, u)

Q(z, u)
+

(
∂
∂zQ(z, u)

Q(z, u)

)2

= −
∂2

∂z2Q(z, u)

Q(z, u)
+ (W (z, u))2.
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From (2.4) we have

∂

∂z
Q(z, u) = c1e

β(r,b)(u−1)zk

k ,

and hence

Q(z, u) = c1

∫ z

0

e
β(r,b)(u−1)tk

k dt+ c2,

then we have

W (z, u) = −
∂
∂zQ(z, u)

Q(z, u)

= − c1e
β(r,b)(u−1)zk

k

c1
∫ z

0
e

β(r,b)(u−1)tk

k dt+ c2
.

Since W (z, u) = β(r, b)eSk(z,u), we have Sk(z, u) = log(W (z,u)
β(r,b) ). Then

Sk(z, u) = log

− c1e
β(r,b)(u−1)zk

k

c1β(r, b)
∫ z

0
e

β(r,b)(u−1)tk

k dt+ c2β(r, b)


=

β(r, b)(u− 1)zk

k
+ log

− c1

c1β(r, b)
∫ z

0
e

β(r,b)(u−1)tk

k dt+ c2β(r, b)

 .

From initial condition Sk(0, u) = 0 we have c2β(r, b) = −c1. Finally the function

Sk(z, u) =
β(r, b)(u− 1)zk

k
+ log

 1

1− β(r, b)
∫ z

0
e

β(r,b)(u−1)tk

k dt

 ,

is the solution of partial differential equation (2.3) for any k ≥ 1 which satisfies
the given initial condition. �

Set I(A) = 1 if A is true and I(A) = 0 otherwise. Assume

β(r, n, b) = b−1(b!)n(1−
∑r

i=1 |Pki
|).

Theorem 2.2. Let µn,k,p = E(Sp
n,k) for p ≥ 1. Then µn,k,1 = 0 for 1 ≤ n < k

and

µn,k,1 =
n

k(k + 1)

β(r, b)n−k+1

β(r, n, b)
I(n ≥ k + 1) +

β(r, b)

β(r, n, b)
I(n = k).

Also, for p ≥ 2,

µn,k,p =

p∑
ℓ=1

s(p, ℓ)nβ(r, n, b)−1
ℓ∑

i=1

β(r, b)n+ℓ−kℓ

i kℓ

(
n− kℓ− 1

i− 1

)
I(n ≥ kℓ+ 1)

×
∑

j1+···+ji=ℓ,jq≥1

1∏i
m=1(kjm + 1)

(
ℓ

j1, ..., ji

)
,

where s(m,n) is the mth Stirling number of order n of the second kind.
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Proof. Set y = u− 1. Thus

Sk(z, 1 + y) =
∑
n≥1

∑
m≥0

P(Sn,k = m)β(r, n, b)
zn

n
(1 + y)m

=
∑
n≥1

∑
m≥0

m∑
p=0

mpP(Sn,k = m)β(r, n, b)
zn

n

yp

p!
,

where mp = m(m− 1) · · · (m− p+ 1). Hence

E(Sp

n,k) = β(r, n, b)−1np![znyp]Sk(z, 1 + y),

where [zn]f(z) denote the operation of extracting the coefficient of zn in the formal
power series f(z) =

∑
fnz

n. Suppose

α :=
∑
j≥1

yj( z
k

k β(r, b))j

(kj + 1)j!
.

Then

1− β(r, b)

∫ z

0

exp
(β(r, b)ytk

k

)
dt = 1− β(r, b)

∫ z

0

∑
j≥0

(β(r,b)yt
k

k )j

j!
dt

= 1− β(r, b)z(1− α).

and

log

 1

1− β(r, b)
∫ z

0
exp

(
β(r,b)ytk

k

)
dt

 = log
1

1− β(r, b)z
+log

 1

1− β(r,b)z
1−β(r,b)zα

 .

We have log 1
1−z =

∑
i≥1

zi

i . Thus, for p ≥ 1,

[yp] log

 1

1− β(r,b)z
1−β(r,b)zα


= [yp]

∑
i≥1

1

i

(
β(r, b)z

1− β(r, b)z

)i
∑

j≥1

yj( z
k

k β(r, b))j

(kj + 1)j!

i

=
1

p!

p∑
i=1

( z
k

k β(r, b))p

i

(
β(r, b)z

1− β(r, b)z

)i ∑
j1+···+ji=p,jq≥1

1∏i
m=1(kjm + 1)

(
p

j1, ..., ji

)
.

From (2.1),

[yp]Sk(z, 1 + y) =
1

p!

p∑
i=1

( z
k

k β(r, b))p

i

(
β(r, b)z

1− β(r, b)z

)i

×
∑

j1+···+ji=p,jq≥1

1∏i
m=1(kjm + 1)

(
p

j1, ..., ji

)

+
zk

k
β(r, b)I(p = 1). (2.5)
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The formula (2.5) immediately gives

µn,k,1 = nβ(r, n, b)−1[zn]
(zk
k

β(r, b)

k + 1

β(r, b)z

1− β(r, b)z
+

zk

k
β(r, b)

)
= nβ(r, n, b)−1

(
β(r, b)n−k+1

k(k + 1)
I(n ≥ k + 1) +

β(r, b)

k
I(n = k)

)
=

n

k(k + 1)

β(r, b)n−k+1

β(r, n, b)
I(n ≥ k + 1) +

β(r, b)

β(r, n, b)
I(n = k).

We have

[zn](1− z)m =

(
n+m− 1

n

)
and [zn]f(qz) = qn[zn]f(z). Then for p ≥ 2,

E(Sℓ
n,k) = β(r, n, b)−1nℓ![znyℓ]Sk(z, 1 + y)

= nβ(r, n, b)−1[zn]
ℓ∑

i=1

β(r, b)ℓ+i

i kℓ
zkℓ+i

(1− β(r, b)z)i

×
∑

j1+···+ji=ℓ,jq≥1

1∏i
m=1(kjm + 1)

(
ℓ

j1, ..., ji

)

= nβ(r, n, b)−1
ℓ∑

i=1

β(r, b)n+ℓ−kℓ

i kℓ

(
n− kℓ− 1

i− 1

)
I(n ≥ kℓ+ 1)

×
∑

j1+···+ji=ℓ,jq≥1

1∏i
m=1(kjm + 1)

(
ℓ

j1, ..., ji

)
.

The proof is completed since

µn,k,p = E(Sp
n,k) =

p∑
ℓ=1

s(p, ℓ)E(Sℓ
n,k).

�

We use the notation
D−→ to denote convergence in distribution. The standard

random variable Poi(λ) appear for the Poisson distributed with parameter λ > 0.
These random variables appear in the results as limiting random variables.

Theorem 2.3. Let Sn,k be the subtree size-k profile in size-n bucket recursive trees
with variable capacities of buckets. Then

Sn,k
D−→ 0, as k

√
β(r, n, b)

nβ(r, b)n−k+1
→ ∞.

Proof. Suppose nβ(r,b)n−k+1

k2β(r,n,b) → λ for some λ > 0. Thus from Theorem 2.2,

µn,k,1 → λ. It is obvious that∑
j1+···+ji=p,jq≥1

(
p

j1, ..., ji

)
= p![zp](ez − 1)i ≤ p![zp]eiz = ip. (2.6)
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Now, we consider a fixed p ≥ 2. Then

E(Sp

n,k) = nβ(r, n, b)−1

p∑
i=1

β(r, b)n−kp+p

ikp

(
n− kp− 1

i− 1

)
×

∑
j1+···+ji=p,jq≥1

1∏i
k=1(jk + 1)

(
p

j1, ..., ji

)

≤ nβ(r, b)n−kp+p

kpβ(r, n, b)

p∑
i=1

β(r, b)n−kp+p

kiβ(r, n, b)

ni

(i− 1)!
ip−1

≤ pp−1nβ(r, b)
n−k+1

k2β(r, n, b)

∞∑
i=0

(
nβ(r,b)n−k+1

k2β(r,n,b)

)i
i!

= pp−1nβ(r, b)
n−k+1

k2β(r, n, b)
exp

(
nβ(r, b)n−k+1

k2β(r, n, b)

)
,

since p ≥ i ≥ 1. By assumption nβ(r,b)n−k+1

k2β(r,n,b) → 0. Then for all p ≥ 1, E(Sp

n,k) → 0.

i.e., the random variable Sn,k convergent to a degenerate distribution at point
0. �
Theorem 2.4. Let Sn,k be the subtree size-k profile in size-n bucket recursive trees
with variable capacities of buckets. Then

Sn,k
D−→ Poi

(
1

c2

)
, as k

√
β(r, n, b)

nβ(r, b)n−k+1
→ c > 0,

and otherwise no limiting distribution exists for Sn,k.

Proof. Suppose nβ(r,b)n−k+1

k2β(r,n,b) → λ for some λ > 0. From Theorem 2.2, E(Sp

n,k) =

A+B, where

A =

p−1∑
i=1

nβ(r, n, b)−1 β(r, b)
n+p−kp

i kp

(
n− kp− 1

i− 1

)
I(n ≥ kp+ 1)

×
∑

j1+···+ji=p,jq≥1

1∏i
m=1(kjm + 1)

(
p

j1, ..., ji

)

≤
p−1∑
i=1

niik

i!kpki
β(r, b)n−k+1

β(r, n, b)

≤ pp−1

k

p−1∑
i=1

1

kp−i−1

(nβ(r, b)n−k+1

k2β(r, n, b)

)i 1

(i− 1)!

≤ pp−1

k

nβ(r, b)n−k+1

k2β(r, n, b)

∑
i≥1

(
nβ(r,b)n−k+1

k2β(r,n,b)

)i
i!

= O

(√
β(r, n, b)

nβ(r, b)n−k+1

)

8
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and

B =
nβ(r, b)n+p−kp

pkpβ(r, n, b)

(
n− kp− 1

p− 1

)
p!

(k + 1)p

=
(nβ(r, b)n−k+1

k2β(r, n, b)

)p(
1 +O

(√
β(r, n, b)

nβ(r, b)n−k+1

))
,

for large n. Thus for every p ≥ 1,

E(Sp

n,k) =
(nβ(r, b)n−k+1

k2β(r, n, b)

)p
+O

(√
β(r, n, b)

nβ(r, b)n−k+1

)
→ λp.

Now, if we use the substitution c =
√

1
λ , then

√
β(r,n,b)

nβ(r,b)n−k+1 → c and proof is

completed. �

Corollary 2.5. If b = 1, then all results reduce to the random recursive trees. We
have

β(r, 1) = 1!−Σr
i=1|Pki

| = 1, β(r, n, 1) = 1−1(1!)n(1−
∑r

i=1 |Pki
|) = 1.

Thus

µn,k,1 =
n

k(k + 1)
I(n ≥ k + 1) + I(n = k).

If k = 1, then µn,1,1 is the number of leaves [12], i.e.,

µn,k,1 =
n

2
, Var(Sn,1) =

n

12
, n ≥ 2.
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