
RELATIONS BETWEEN MODEL FUNCTIONS IN DIFFERENT

REPRESENTATIONS OF SOLUTIONS TO A FIRST ORDER

GENERAL LINEAR ELLIPTIC SYSTEM

SERGEY KLIMENTOV

Abstract. In this paper, some new second kind representations of solutions
to a linear general first order uniform elliptic system in a simply connected

plane domain G are established. In complex notation, we write system as
∂z̄w + q1(z)∂zw + q2(z)∂z̄w + A(z)w + B(z)w = 0, where w = w(z) is the
desired complex function, ∂z̄ = 1/2(∂/∂x+ i∂/∂y), ∂z = 1/2(∂/∂x− i∂/∂y),
stand for Sobolev’s derivatives, q1(z) and q2(z) are given measurable complex

functions satisfying the condition of uniform ellipticity of the system: |q1(z)|+
|q2(z)| ≤ q0 = const < 1, z ∈ G, and A(z), B(z), R(z) ∈ Lp(G), p > 2, are

also given complex functions. Some inequalities between model functions
in first kind and second kind representations of solutions to this system are
obtained. Such inequalities are useful for an investigation of solutions to the
correspondently quasilinear system.

1. Introduction. Statement of Results

Everywhere in this paper we denote by D ≡ Dz = {z : |z| < 1} the unit disk of
the complex z-plane E, z = x+ iy, i2 = −1; Γ = ∂D; D = D∪Γ; by G the simply
connected bounded domain of the complex ζ-plane; ∂G = L; G = G ∪ L.

We use the following functional spaces with the standard norms: Lp(D) is the

space of functions integrable to the power p ≥ 1 in D; W k
p (D), k = 0, 1, . . ., p ≥ 1,

is the class of functions having in D weak Sobolev’s derivatives up to order k
integrable to the power p, W 0

p (D) ≡ Lp(D); Ck
α(D), k = 0, 1, . . ., 0 < α ≤ 1, is the

space of functions having continuous partial derivatives up to order k in D that
are Hölder continuous with exponent α, C0

α(D) ≡ Cα(D).
The notation Ck

α(G), Lp(G), W k
p (G), Ck

α(L) has the similar sense. The detailed
definitions of these spaces and norms can be found in [10].

Also we use the Banach space W
k− 1

p
p (L) of traces of functions from W k

p (G) (see
more in [8]).

We say that a contour L ∈ Ck
α, k ≥ 1, 0 < α ≤ 1 (W

l− 1
p

p (L), l ≥ 2, p > 2), if
there exists a homeomorphic mapping ζ = f(z) of the circle Γ on L of class Ck

α(Γ)
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(W
l− 1

p
p (Γ)) such, that f ′(z) ̸= 0. Observe that the invers mapping z = f−1(ζ)

is of class Ck
α(L) (W

l− 1
p

p (L)). In this case the mapping ζ = f(z) (as well as the

invers) is called a diffeomorfism of class Ck
α (W

l− 1
p

p ) between the contours Γ and
L. By analogy, we define diffeomorphisms of arbitrary contours of corresponding
smoothness.

We denote by Ak
α(D) = Ak

α ⊂ Ck
α(D), 0 < α < 1, (respectively Ak

p(D) = Ak
p ⊂

W k
p (D), p > 2) the closed subspace of holomorphic functions. The notation Ak

α(G)

(Ak
p(G)) has the similar sense.

We will use the next integral operators (in all definitions we mean f ∈ Lp(G),
p > 2):

TGf(ζ) ≡ Tf(ζ) = − 1

π

∫∫
G

f(t)

t− ζ
dxdy, t = x+ iy. (1.1)

Tnf(ζ) = Tf(ζ) +
1

π

∫∫
G

f(t)P (ζ, t, ζ1, . . . , ζn) dxdy ≡

≡ Tf(ζ) + Pnf(ζ), t = x+ iy,

(1.2)

where ζk ∈ G, k = 1, . . . , n, are any different fixed points,

P (ζ, t, ζ1, . . . , ζn) =

=
n∑

k=1

(ζ − ζ1) . . . (ζ − ζk−1)(ζ − ζk+1) . . . (ζ − ζn)

(ζk − ζ1) . . . (ζk − ζk−1)(ζk − ζk+1) . . . (ζk − ζn)
· 1

t− ζk
.

We note, that

Tnf(ζk) = 0, k = 1, . . . , n.

In the case G = D we put

T ∗f(z) = − 1

π

∫∫
D

[
f(t)

t− z
+

zf(t)

1− t̄z

]
dxdy, t = x+ iy, (1.3)

ı̈ðè ýò̂ı̀ı

Re{T ∗f(z)}
∣∣∣
z∈Γ

= 0;
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T ∗
nf(z) = − 1

π

∫∫
D

[
f(t)

t− z
+

z2n+1f(t)

1− t̄z

]
dxdy−

−
2n+1∑
k=1

(1− zz̄1) . . . (1− zz̄k−1)(1− zz̄k+1) . . . (1− zz̄2n+1)

(z̄k − z̄1) . . . (z̄k − z̄k−1)(z̄k − z̄k+1) . . . (z̄k − z̄2n+1)
×

× 1

π

∫∫
D

f(t)

t̄− z̄k
dxdy+

+

2n+1∑
k=1

(z − z1) . . . (z − zk−1)(z − zk+1) . . . (z − z2n+1)

(zk − z1) . . . (zk − zk−1)(zk − zk+1) . . . (zk − z2n+1)
×

× 1

π

∫∫
D

f(t)

t− zk
dxdy, t = x+ iy,

(1.4)

where n ≥ 0 is an integer; zk, k = 1, . . . , 2n+ 1, are any different fixed points on
the contour Γ. We note, that

Re{z−nT ∗
nf(z)}

∣∣∣
z∈Γ

= 0, T ∗
nf(zk) = 0, k = 1, . . . , 2n+ 1.

We consider in G the general linear elliptic first-order system in complex nota-
tion

∂ζ̄w + q1(ζ)∂ζw + q2(ζ)∂ζ̄w +A(ζ)w +B(ζ)w = 0, (1.5)

where ζ = ξ + iη, w = w(ζ) is the desired complex function, ∂ζ̄ = 1/2(∂/∂ξ +
i∂/∂η), ∂ζ = 1/2(∂/∂ξ−i∂/∂η), stand for Sobolev’s derivatives, q1(ζ) and q2(ζ) are
given measurable complex functions satisfying the condition of uniform ellipticity
of System (1.5)

|q1(ζ)|+ |q2(ζ)| ≤ q0 = const < 1, ζ ∈ G, (1.6)

and A(ζ), B(ζ) ∈ Lp(G), p > 2, are also given complex functions.
If G = D, we wright z instead of ζ.
In the paper [1] under assumption of rectifiability of L = ∂G, for any solution

w(ζ) ∈ W 1
p (G), p > 2, to System (1.5) the next first kind representations where

obtained.
With the operator T :

w(ζ) = f(ζ)eTGω(ζ), (1.7)

where f = f(ζ) is the single-defined solution to the Beltrami equation

∂ζ̄f + q(ζ)∂ζf = 0, q(ζ) = q1(ζ) + q2(ζ)
∂ζ̄w

∂ζw
; (1.8)
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ω = ω(ζ) is the solution to the singular integral equation

ω(ζ) + q(ζ)Πω(ζ) = h(ζ),

Πω(ζ) = ∂ζTω(ζ) = − 1

π

∫∫
G

ω(t)

(t− ζ)2
dxdy, t = x+ iy,

h(ζ) =

−
(
A+B

w

w

)
, åñëè w(ζ) ̸= 0,

−(A+B), åñëè w(ζ) = 0.

(1.9)

We note, that ω ∈ Ls(G), f ∈ W 1
s (G), where 2 < s ≤ 2 + ε ≤ p and ε > 0 is

generally speaking sufficiently small.
With the operator T ∗:

w(z) = f∗(z)eT
∗ω(z), |w(z)| = |f∗(z)|

∣∣∣
z∈Γ

, (1.10)

where everything is similar to the previous one, only G = D and instead of the
operator Π appears singular integral operator Π∗ = ∂zT

∗.
In [1] Bojarski gives the scheme of the building of different representations like

(1.7). We use here some other representations of such type (the substantiation of
ones see below).

With the operator Tn:

w(ζ) = fn(ζ)e
Tnω(ζ), w(ζk) = fn(ζk), k = 1, . . . , n, (1.11)

where fn(ζ) is the solution to Equation (1.8), and ω(ζ) is the solution to integral
equation like (1.9), but instead of the operator Π there is the operator Πn = ∂ζTn.

With the operator T ∗
n :

w(z) = f∗
n(z)e

T∗
nω(z), w(zk) = f∗

n(zk), k = 1, . . . , 2n+ 1, (1.12)

where everything is similar to the previous one, only G = D and instead of the
operator Π appears the singular integral operator Π∗

n = ∂zT
∗
n .

Using the same scheme one can build first kind representations which do not

consist
∂ζ̄w

∂ζw
, but ones consist only

w

w
. We construct one such representation using

the operator T . With all other operators, representations of this class are built
similarly.

w(ζ) = f̃(ζ)eTω(ζ), (1.13)

where the function ω(ζ) is the solution to the singular integral equation

ω + q1Πω + q2 ·
w

w
·Πω = h; (1.14)

the function h(ζ) is defined by (1.9); the function f̃(ζ) is the solution to the
generalized Beltrami equation

∂ζ̄f + q1∂ζf + q2 · eTω−Tω · ∂ζ̄f = 0. (1.15)
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There is well known the Pompeiu formula [10, p.p. 41, 57, 69]: if w(ζ) ∈ W 1
p (G),

p > 2, ∂G = L ∈ C1, then

w(ζ) =
1

2πi

∫
L

w(τ)

τ − ζ
dτ − 1

π

∫∫
G

∂w

∂τ̄
· dxdy
τ − ζ

, τ = x+ iy. (1.16)

Let w(ζ) ∈ W 1
p (G), p > 2, is a solution to the equation (1.5). Using (1.16) one

can wright the second kind representation of w(ζ):

Ω(w) = Φ(ζ), ãä̊a Φ(ζ) =
1

2πi

∫
L

w(τ)

τ − ζ
dτ, (1.17)

where
Ω(w) ≡ w(ζ) + T (q1∂τw + q2∂τ̄w +Aw +Bw)(ζ). (1.18)

The next representations are obvious corollaries of (1.17):

Ωn(w) = Φn(ζ), (1.19)

where
Ωn(w) ≡ w(ζ) + Tn(q1∂τw + q2∂τ̄w +Aw +Bw)(ζ); (1.20)

Ω∗(w) = Φ∗(z), (1.21)

where
Ω∗(w) ≡ w(z) + T ∗(q1∂τw + q2∂τ̄w +Aw +Bw)(z); (1.22)

Ω∗
n(w) = Φ∗

n(z), (1.23)

where
Ω∗

n(w) ≡ w(z) + T ∗
n(q1∂τw + q2∂τ̄w +Aw +Bw)(z). (1.24)

It is not difficult to write out expressions for holomorphic functions Φn(ζ),
Φ∗(z), Φ∗

n(z). Further, we will not need them, so we will not write them out.

Definition 1.1. Functions f(ζ), fn(ζ), f
∗(z), f∗

n(z), f̃(ζ), Φ(ζ), Φn(ζ), Φ
∗(z),

Φ∗
n(z) appearing in representations of solutions w to Equation (1.5) we will call

model functions for the solution w.
In the partial case q1 = q2 ≡ 0 (generalized analytic functions in the sense of

I.N. Vekua) all model functions are holomorphic.

Second kind representations for solutions to System (1.5) were investigated in
the papers [2] – [5], [8]. The following results were obtained.

Theorem 1.2 ([2]). If q1(z), q2(z) ∈ C(D), A(z), B(z) ∈ Lp(D), p > 2, then the

operator (1.24) Ω∗
n is a real linear isomorphism of the Banach space W 1

p (D).1

If q1(z), q2(z) are only bounded and measurable, then there exists such number
s : 2 < s ≤ p, generally speaking close enough to two, that the operator Ω∗

n is a
real linear isomorphism of the Banach space W 1

s (D).

1In [2], the assumption of continuity almost everywhere of the coefficients q1, q2 are erro-
neously, although the proof uses the continuity of these coefficients. The example 3 in [5] shows

that the assumption of continuity almost everywhere is insufficient.
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Theorem 1.3 ([2]). If q1(z), q2(z), A(z), B(z) ∈ Ck
α(D) (W k+1

p (D)), k ≥ 0, 0 <
α < 1 (p > 2), then the operator (1.24) Ω∗

n is a real linear isomorphism of the
Banach space Ck+1

α (D) (W k+2
p (D)).

Theorem 1.4 ([4]). If ∂G = L ∈ C1
α, 0 < α < 1, q1(ζ), q2(ζ) ∈ C(G), A(ζ),

B(ζ) ∈ Lp(G), p > 2, then the operator (1.18) Ω is a real linear isomorphism of

the Banach space W 1
p (G).

If q1(ζ), q2(ζ) are only bounded and measurable, then there exists such number
s : 2 < s ≤ p, generally speaking close enough to two, that the operator Ω is a real
linear isomorphism of the Banach space W 1

s (G).

Theorem 1.5 ([4], [8]). If ∂G = L ∈ Ck+1
α , (W k+2−1/p), q1(ζ), q2(ζ), A(ζ), B(ζ) ∈

Ck
α(G) (W k+1

p (G)), k ≥ 0, 0 < α < 1 (p > 2), then the operator (1.18) Ω is a real

linear isomorphism of the Banach space Ck+1
α (G) (W k+2

p (G)).

Using these results, we will prove here the next similar assertions for Ωn and
Ω∗.

Theorem 1.6. If ∂G = L ∈ C1
α, 0 < α < 1, q1(ζ), q2(ζ) ∈ C(G), A(ζ), B(ζ) ∈

Lp(G), p > 2, then the operator (1.20) Ωn is a real linear isomorphism of the

Banach space W 1
p (G).

If q1(ζ), q2(ζ) are only bounded and measurable, then there exists such number
s : 2 < s ≤ p, generally speaking close enough to two, that the operator Ωn is a
real linear isomorphism of the Banach space W 1

s (G).

Theorem 1.7. If ∂G = L ∈ Ck+1
α , (W k+2−1/p), q1(ζ), q2(ζ), A(ζ), B(ζ) ∈ Ck

α(G)
(W k+1

p (G)), k ≥ 0, 0 < α < 1 (p > 2), then the operator (1.20) Ωn is a real linear

isomorphism of the Banach space Ck+1
α (G) (W k+2

p (G)).

Theorem 1.8. If q1(z), q2(z) ∈ C(D), A(z), B(z) ∈ Lp(D), p > 2, then the

operator (1.22) Ω∗ is a real linear isomorphism of the Banach space W 1
p (D).

If q1(z), q2(z) are only bounded and measurable, then there exists such number
s : 2 < s ≤ p, generally speaking close enough to two, that the operator Ω∗ is a
real linear isomorphism of the Banach space W 1

s (D).

Theorem 1.9. If q1(z), q2(z), A(z), B(z) ∈ Ck
α(D) (W k+1

p (D)), k ≥ 0, 0 < α < 1
(p > 2), then the operator (1.22) Ω∗ is a real linear isomorphism of the Banach
space Ck+1

α (D) (W k+2
p (D)).

Now we formulate the main results about relations between model functions.

Theorem 1.10. Let w(z) ∈ W 1
p (G) be a solution to Equation (1.5). In the as-

sumptions of Theorem 1.4 the next inequalities are valid:

c · ∥Φn(ζ)∥W 1
p (G) ≤ ∥Φ(ζ)∥W 1

p (G) ≤ C · ∥Φn(ζ)∥W 1
p (G), (1.25)

where the constants C ≥ c > 0 do not depend on w.

Theorem 1.11. Let w(z) ∈ Ck+1
α (G) (W k+2

p (G)) be a solution to Equation (1.5).
In the assumptions of Theorem 1.5 the next inequalities are valid:

c1 · ∥Φn(ζ)∥Ck+1
α (G) ≤ ∥Φ(ζ)∥Ck+1

α (G) ≤ C1 · ∥Φn(ζ)∥Ck+1
α (G);

c2 · ∥Φn(ζ)∥Wk+2
p (G) ≤ ∥Φ(ζ)∥Wk+2

p (G) ≤ C2 · ∥Φn(ζ)∥Wk+2
p (G),

(1.26)
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where the constants C1 ≥ c1 > 0 è C2 ≥ c2 > 0 do not depend on w.

Theorem 1.12. Let w(z) ∈ W 1
p (D) be a solution to Equation (1.5). In the

assumptions of Theorem 1.2 the next inequalities are valid:

c3 · ∥Φ∗
n(z)∥W 1

p (D) ≤ ∥Φ(z)∥W 1
p (D) ≤ C3 · ∥Φ∗

n(z)∥W 1
p (D);

c4 · ∥Φ∗(z)∥W 1
p (D) ≤ ∥Φ(z)∥W 1

p (D) ≤ C4 · ∥Φ∗(z)∥W 1
p (D);

c5 · ∥Φ∗
n(z)∥W 1

p (D) ≤ ∥Φ∗(z)∥W 1
p (D) ≤ C5 · ∥Φ∗

n(z)∥W 1
p (D),

(1.27)

where the constants Cj ≥ cj > 0, j = 3, 4, 5, do not depend on w.

Theorem 1.13. Let w(z) ∈ Ck+1
α (D) (W k+2

p (D)) be a solution to Equation (1.5).
In the assumptions of Theorem 1.3 the next inequalities are valid:

c6 · ∥Φ∗
n(z)∥Ck+1

α (D) ≤ ∥Φ(z)∥Ck+1
α (D) ≤ C6 · ∥Φ∗

n(z)∥Ck+1
α (D);

c7 · ∥Φ∗(z)∥Ck+1
α (D) ≤ ∥Φ(z)∥Ck+1

α (D) ≤ C7 · ∥Φ∗(z)∥Ck+1
α (D);

c8 · ∥Φ∗
n(z)∥Ck+1

α (D) ≤ ∥Φ∗(z)∥Ck+1
α (D) ≤ C8 · ∥Φ∗

n(z)∥Ck+1
α (D);

(1.28)

c9 · ∥Φ∗
n(z)∥Wk+2

p (D) ≤ ∥Φ(z)∥Wk+2
p (D) ≤ C9 · ∥Φ∗

n(z)∥Wk+2
p (D);

c10 · ∥Φ∗(z)∥Wk+2
p (D) ≤ ∥Φ(z)∥Wk+2

p (D) ≤ C10 · ∥Φ∗(z)∥Wk+2
p (D);

c11 · ∥Φ∗
n(z)∥Wk+2

p (D) ≤ ∥Φ∗(z)∥Wk+2
p (D) ≤ C11 · ∥Φ∗

n(z)∥Wk+2
p (D),

(1.29)

where the constants Cj ≥ cj > 0, j = 6, . . . , 11, do not depend on w.

Theorem 1.14. Let w(ζ) ∈ W 1
p (G) be a solution to Equation (1.5). In the

assumptions of Theorem 1.4 for the model functions f(ζ) and Φ(ζ) of the solution
w(ζ) from (1.7) and (1.17), and for fn(ζ) and Φn(ζ) from (1.11) and (1.19), and

f̃(ζ) and Φ(ζ) from (1.13) and (1.17), the next inequalities are valid:

c12 · ∥f(ζ)∥W 1
s (G) ≤ ∥Φ(ζ)∥W 1

s (G) ≤ C12 · ∥f(ζ)∥W 1
s (G);

c13 · ∥fn(ζ)∥W 1
s (G) ≤ ∥Φn(ζ)∥W 1

s (G) ≤ C13 · ∥fn(ζ)∥W 1
s (G);

c14 · ∥f̃(ζ)∥W 1
s (G) ≤ ∥Φ(ζ)∥W 1

s (G) ≤ C14 · ∥f̃(ζ)∥W 1
s (G),

(1.30)

where s : 2 < s ≤ p is sufficiently close to two, and the constants Cj ≥ cj > 0,
j = 12, 13, 14, do not depend on w(ζ).

If q2(ζ) = B(ζ) ≡ 0, then we can put s = p; otherwise, generally speaking,
s < p.

Theorem 1.15. Let w(z) ∈ W 1
p (D) be a solution to Equation (1.5). In the

assumptions of Theorem 1.2 for the model functions f∗(z) and Φ∗(z), f∗
n(z) and

Φ∗
n(z) of the solution w(z) from (1.10), (1.21) and (1.12), (1.23) correspondently,

the next inequalities are valid:

c15 · ∥f∗(z)∥W 1
s (D) ≤ ∥Φ∗(z)∥W 1

s (D) ≤ C15 · ∥f∗(z)∥W 1
s (D);

c16 · ∥f∗
n(z)∥W 1

s (D) ≤ ∥Φ∗
n(z)∥W 1

s (D) ≤ C16 · ∥f∗
n(z)∥W 1

s (D);

c17 · ∥f∗
n(z)∥W 1

s (D) ≤ ∥f∗(z)∥W 1
s (D) ≤ C17 · ∥f∗

n(z)∥W 1
s (D),

7
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where s : 2 < s ≤ p is sufficiently close to two, and the constants, Cj ≥ cj > 0,
j = 15, 16, 17, do not depend on w(z).

If q2(z) = B(z) ≡ 0, then we can put s = p; otherwise, generally speaking,
s < p.

Theorem 1.16. Let w(ζ) ∈ Ck+1
α (G) (W k+2

p (G)) be a solution to Equation (1.5),
q2(ζ) = B(ζ) ≡ 0. Then, in the assumptions of Theorem 1.5 and the former
notation for model functions, the next inequalities are valid:

c18 · ∥f(ζ)∥Ck+1
α (G) ≤ ∥Φ(ζ)∥Ck+1

α (G) ≤ C18 · ∥f(ζ)∥Ck+1
α (G);

c19 · ∥fn(ζ)∥Ck+1
α (G) ≤ ∥Φn(ζ)∥Ck+1

α (G) ≤ C19 · ∥fn(ζ)∥Ck+1
α (G);

c20 · ∥f̃(ζ)∥Ck+1
α (G) ≤ ∥Φ(ζ)∥Ck+1

α (G) ≤ C20 · ∥f̃(ζ)∥Ck+1
α (G),

c21 · ∥f(ζ)∥Wk+2
p (G) ≤ ∥Φ(ζ)∥Wk+2

p (G) ≤ C21 · ∥f(ζ)∥Wk+2
p (G);

c22 · ∥fn(ζ)∥Wk+2
p (G) ≤ ∥Φn(ζ)∥Wk+2

p (G) ≤ C22 · ∥fn(ζ)∥Wk+2
p (G);

c23 · ∥f̃(ζ)∥Wk+2
p (G) ≤ ∥Φ(ζ)∥Wk+2

p (G) ≤ C23 · ∥f̃(ζ)∥Wk+2
p (G),

where the constants Cj ≥ cj > 0, j = 18, . . . , 23, do not depend on w(ζ).

Theorem 1.17. Let w(z) ∈ Ck+1
α (D) (W k+2

p (D)) be a solution to Equation (1.5),
q2(z) = B(z) ≡ 0. Then, in the assumptions of Theorem 1.3 and the former
notation for model functions, the next inequalities are valid:

c24 · ∥f∗(z)∥Ck+1
α (D) ≤ ∥Φ∗(z)∥Ck+1

α (D) ≤ C24 · ∥f∗(z)∥Ck+1
α (D);

c25 · ∥f∗
n(z)∥Ck+1

α (D) ≤ ∥Φ∗
n(z)∥Ck+1

α (D) ≤ C25 · ∥f∗
n(z)∥Ck+1

α (D);

c26 · ∥f∗
n(z)∥Ck+1

α (D) ≤ ∥f(z)∥Ck+1
α (D) ≤ C26 · ∥f∗

n(z)∥Ck+1
α (D),

c27 · ∥f∗(z)∥Wk+2
p (D) ≤ ∥Φ∗(z)∥Wk+2

p (D) ≤ C27 · ∥f∗(z)∥Wk+2
p (D);

c28 · ∥f∗
n(z)∥Wk+2

p (D) ≤ ∥Φ∗
n(z)∥Wk+2

p (D) ≤ C28 · ∥f∗
n(z)∥Wk+2

p (D);

c29 · ∥f∗
n(z)∥Wk+2

p (D) ≤ ∥f(z)∥Wk+2
p (D) ≤ C29 · ∥f∗

n(z)∥Wk+2
p (D),

where the constants Cj ≥ cj > 0, j = 24, . . . , 29, do not depend on w(z).

2. Auxiliary Statements

The next assertions are valid (see [10, Ch. 1, §6, §8], [1], [2], [6]).

Lemma 2.1. If ∂G = L ∈ Ck+1
α , 0 < α < 1, k ≥ 0, (W

k+1− 1
p

p , p > 2, at k ≥ 1,
and C1

α at k = 0), then the singular integral operator Π maps continuously the
Banach space Ck

α(G) (W k
p (G)) into itself. Herewith ∥Π∥L2 = 1 and for any q0 :

0 < q0 < 1 there exists s0 = s0(q0) > 2 such, that q0∥Π∥Ls < 1 at ∀s : 2 < s < s0.
The same statement is true for operators Π∗ and Π∗

n.

Lemma 2.2. If ∂G = L ∈ Ck+1
α , 0 < α < 1, k ≥ 0, (W

k+1− 1
p

p , p > 2, at k ≥ 1,
and C1

α at k = 0), then the operators T , Tn maps continuously the Banach space
Ck

α(G), k ≥ 0, 0 < α < 1, in Ck+1
α (G) (W k

p (G), p > 2, in W k+1
p (G)).

8
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If G = D, for operators T ∗ and T ∗
n the same statements are true.

When f(ζ) ∈ Lp(G) the function Tf(ζ) ∈ Cβ(E), β =
p− 2

p
, is holomorphic

outside G and is zero at infinity.

Based on these lemmas, we will establish now some properties (both new and
known) of two–dimensional singular integral operators.

Lemma 2.3. Let L = ∂G ∈ C1
α, 0 < α < 1, q1(ζ) and q2(ζ) are bounded measur-

able functions, defined in G and satisfying inequality (1.6).
Then the singular integral equation

ω(ζ) + q1(ζ)Sω(ζ) + q2(ζ)Sω(ζ) = h(ζ) ∈ Lp(G), p > 2, (2.1)

where S = Π or S = Πn, has a unique solution ω(ζ) ∈ Ls(G), 2 < s ≤ p, and s is
generally speaking close enough to two.

If q1(ζ), q2(ζ) ∈ C(G), then the operator on the left–hand side of (2.1) is a real
linear isomorphism of the Banach space Lp(G), i. e. ω(ζ) ∈ Lp(G).

Proof. Preliminarily we note that the operator under consideration in both cases
by Lemma 2.1 maps continuously the Banach space Ls(G), ∀s > 2, into itself.

The existence of a unique solution ω(ζ) ∈ Ls(G), 2 < s ≤ p, at S = Π actually
proved in [1]. Let us recall some details here.

By Lemma 2.1 and (1.6) for some s : 2 < s ≤ p we have q0∥Π∥Ls(G) < 1. So,

the operator
ω(ζ) → q1(ζ)Sω(ζ) + q2(ζ)Sω(ζ)

on the left–hand side of (2.1) is a contractive mapping in Ls(G). From here we
have the first assertion of Lemma 2.3 at S = Π.

Let now S = Πn. Let us show that the homogeneous equation has only a zero
solution in this case. Let ω(ζ) ∈ Ls(G), s > 2, be a solution to the homogeneous
equation. We continue the coefficients q1(ζ) and q2(ζ) outside G with zeros. Then,
by Lemma 2.2 the function w(ζ) = Tnω(ζ) ∈ W 1

s (G) is a continuous solution to
the equation

∂ζ̄w + q1(ζ)∂ζw + q2(ζ)∂ζ̄w = 0

on the whole plane. This solution has not less than n zeros in G and a pole
order not higher n− 1 at infinity. Since the principle of argument is valid for the
solution w(ζ) [1, p. 478], from here we have w(ζ) = Tnω(ζ) ≡ 0. Differentiating
this equality by ζ̄, we receive ω(ζ) ≡ 0.

We rewrite (2.1) as
Q1ω(ζ) +K1ω(ζ) = h(ζ), (2.2)

where Q1ω(ζ) = ω(ζ) + q1(ζ)Πω(ζ) + q2(ζ)Πω(ζ) is on the proved linear isomor-
phism of Banach space Ls(G), and K1ω(ζ) is a line combination of polynomials
that is not difficult to calculate, by differentiating by ζ Pnω(ζ) from (1.2).

Let’s show that the operator K1 : Ls(G) → Ls(G) is compact. By Lemma 2.1
the operator K1 maps any closed ball ∥w∥Ls(G) ≤ const in the closed set which

is contained in a compact subset of Ls(G). This subset is homeomorphic to the
Descartes product of n2 closed disks |ζ| ≤ const. Thus, the image of every closed
ball is compact and the operator K1 is compact.

9
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So, Q1 +K1 is the sum of isomorphism and compact operator. From here we
have that Q1 +K1 is isomorphism (see [9, §14]).

The first part of the lemma is proven. Let’s prove the second part.
For S = Π the relevant statement is proved in [7]. Using it, for S = Πn the

proof repeats verbatim the previous reasoning, only with a replacement Ls(G)
with Lp(G). �

Lemma 2.4. If ∂G = L ∈ Ck+1
α , (W k+2−1/p), q1(ζ), q2(ζ) ∈ Ck

α(G) (W k+1
p (G)),

k ≥ 0, 0 < α < 1 (p > 2), then the singular integral operator

Qω(ζ) ≡ ω(ζ) + q1(ζ)Sω(ζ) + q2(ζ)Sω(ζ) (2.3)

where S = Π or S = Πn, is a real linear isomorphism of the Banach space Ck
α(G)

(W k+1
p (G)).

Proof. For S = Π the assertion was proved in [7]. The proof for the case S = Πn

is carried out by verbatim repetition of the relevant reasoning from the proof of
Lemma 2.3, but with the replacement Ls(G) with Ck

α(G) (W k+1
p (G)). �

Lemma 2.5. Let q1(z) and q2(z) are bounded measurable functions defined in D
and satisfying (1.6).

Then the singular integral equation

ω(z) + q1(z)Sω(z) + q2(z)Sω(z) = h(z) ∈ Lp(D), p > 2, (2.4)

where S = Π∗ or S = Π∗
n, has the unique solution ω(z) ∈ Ls(D), 2 < s ≤ p, and

s is generally speaking close enough to two.
If q1(z), q2(z) ∈ C(D), the operator on the left–hand side of (2.3) is a real linear

isomorphism of the Banach space Lp(D), i. e. ω(z) ∈ Lp(D).

Proof. Preliminarily note that according to Lemma 2.1 the operator on the left–
hand side of (2.4) maps continuously the Banach space Ls(D) into itself for ∀s > 2.

The first assertion of the lemma was proved for S = Π∗ in [1], and for S = Π∗
n

in [2].
Just as above, to prove the second statement of the lemma by virtue of Banach’s

theorem, it is enough to show that the solution ω(z) ∈ Ls(D) to Equation (2.4)
actually belongs to Lp(D). We will prove it for S = Π∗; for S = Π∗

n the reasoning
is repeated almost verbatim.

Denote w(z) = T ∗ω(z). The function w(z) is a solution to the equation

∂z̄w + q1(z)∂zw + q2(z)∂z̄w = h(z),

and at z ∈ Γ Rew(z) = 0.
By virtue of Pompeiu’s formula with the operator T ∗, the function w(z) is a

solution to the equation (at A = B ≡ 0)

Ω∗w(z) = iC + T ∗h(z) ∈ W 1
p (D),

where C is a real constant.
From here, by Theorem 1.8, w(z) ∈ W 1

p (D) (the proof of Theorem 1.8 does not
based on Lemma 2.5, see below). Differentiating by z̄ the equality w(z) = T ∗ω(z),
we get ω(z) ∈ Lp(D). �

10
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Just as Lemma 2.3 derives Lemma 2.4, the following statement is derived from
Lemma 2.5.

Lemma 2.6. If q1(z), q2(z) ∈ Ck
α(D) (W k+1

p (D)), k ≥ 0, 0 < α < 1 (p > 2), then
the singular integral operator

ω(z) + q1(z)Sω(z) + q2(z)Sω(z)

where S = Π∗ or S = Π∗
n, is a real linear isomorphism of the Banach space Ck

α(D)
(W k+1

p (D)).

3. Proofs of Theorems

3.1. Proofs of Theorems 1.6 and 1.7. We will prove Theorem 1.6 in detail.
At first, we note that by Lemma 2.2 the linear operator Ωn maps continuously the
Banach space W 1

p (G) into itself.
Let’s show that the kernel of the operator Ωn is zero. Let’s continue the coeffi-

cients of Equation (1.5) outside G with zeros and consider a homogeneous equation

Ωn(w) = 0.

The solution w(ζ) ̸≡ 0 to this equation by Lemma 2.2, is continuous on the whole
complex plane E and holomorphic outside G. Also, w(ζ) is a solution to Equation
(1.5) with continued coefficients on the whole plane E. At the same time, it has at
least n zeros in G and the pole of order not higher than n− 1 at infinity. Because
for the solution w(ζ) the principle of argument is valid [1, p. 478], hence w(ζ) ≡ 0.

Further, by virtue of Banach’s theorem, it is enough to show the unambiguous
solvability of the equation

Ωn(w) ≡ Ω(w) + Pn(w) = F,

in the class W 1
p (G) for ∀F (ζ) ∈ W 1

p (G).

Let’s show that the operator Pn : W 1
p (G) → A1

p(G) ⊂ W 1
p (G) is compact. By

Lemma 2.2 the operator Pn maps any closed ball ∥w∥W 1
p (G) ≤ const in the closed

set which is contained in a compact subset of A1
p(G). This subset is homeomorphic

to the Descartes product of n closed disks |ζ| ≤ const. Thus, the image of every
closed ball is compact and the operator Pn is compact.

So, taking into account Theorem 1.4 we get that Ωn is the sum of isomorphism
Ω and compact operator Pn. It follows that Ωn is isomorphism (see [9, §14]).

Theorem 1.6 is proven.
The proof of Theorem 1.7 is similar to previous proof. We have only to replace

functional spaces in the above reasoning and replace the reference to Theorem 1.4
with a reference to Theorem 1.5.

3.2. Proofs of Theorems 1.8 and 1.9. We will prove Theorem 1.8 in detail.
At first, we note that by Lemma 2.2 the linear operator Ω∗ maps continuously the
Banach space W 1

p (G) into itself. Also, Ω∗ has zero kernel [10, Ch. 4, §9].
Thus, by virtue of Banach’s theorem, it is enough to show the unambiguous

solvability of the equation
Ω∗(w) = F (z) (3.1)

in W 1
p (D) at ∀F (z) ∈ W 1

p (D).

11



12 SERGEY KLIMENTOV

By verbatim repetition of the reasoning from the proof of lemma 4 of [2] (with
the replacement of the operator T ∗

n to T ∗), we get that the equation (3.1) has a
unique solution w(z) ∈ W 1

s (D), where 2 < s ≤ p and s is close enough to two.
Subtracting from both parts of Equation (3.1) the number

− 1

π

∫∫
D

[
f(t)

t− z1
+

z1f(t)

1− t̄z1

]
dxdy, t = x+ iy,

where f(t) = q1∂tw + q2∂t̄w + Aw + Bw, z1 is arbitrary point on Γ, we get that
w(z) is a solution to the equation

Ω∗
0(w) = F (z)− const ∈ W 1

p (D).

By Theorem 1.2 from here we get w(z) ∈ W 1
p (D).

Theorem 1.8 is proven.
The proof of Theorem 1.9 is similar, it should only replace the functional spaces

in the above reasoning and replace the reference to Theorem 1.2 with a reference
to Theorem 1.3.

3.3. Proofs of Theorems 1.10 – 1.13. Because the function w(z) is a solution
to Equation (1.5), by Pomreiu’s formula it satisfies to equations

Ω(w) = Φ(ζ) è Ωn(w) = Φn(ζ),

where Φ(ζ), Φn(ζ) ∈ A1
p(G). From here, by Theorem 1.4 and Theorem 1.6 we

have:

∥w∥W 1
p (G) ≤ const∥Φ∥W 1

p (G) è ∥w∥W 1
p (G) ≤ const∥Φn∥W 1

p (G),

and, by virtue of the continuity of the operators Ω and Ωn in W 1
p (G),

∥Φ∥W 1
p (G) ≤ const∥w∥W 1

p (G) è ∥Φn∥W 1
p (G) ≤ const∥w∥W 1

p (G),

where constants do not depend on w.
Comparing all these inequalities, we get (1.25).
Theorem 1.11 is proved similarly, only using Theorems 1.5 and 1.7.
Theorems 1.12 and 1.13 are also proved similarly, using Theorems 1.2, 1.3, 1.8

and 1.9. Note only that the third inequality in (1.27), (1.28) and (1.29) is a simple
consequence of the previous two.

First kind representations (1.7), (1.10) were proved in [1]. Representations
(1.11) – (1.12) are proved similarly. Let’s prove the representation (1.13), which at
the same time demonstrates the idea of proving previous first kind representations.

For a solution w(ζ) ∈ W 1
p (G) to Equation (1.5) by Lemma 2.3 there exists the

unique solution to Equation (1.14) ω(ζ) ∈ W 1
s (G). Denote

f̃(ζ) = w(ζ)e−Tω(ζ) ∈ W 1
s (G).

It remains to be shown that the function f̃(ζ) satisfies to Equation (1.15).

12
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The ratios are obvious:

f̃ζ̄ = wζ̄e
−Tω + we−Tω(−ω),

f̃ζ = wζe
−Tω + we−Tω(−Πω),

f̃ ζ̄ = wζ̄e
−Tω + we−Tω(−Πω).

From here we have:

f̃ζ̄ + q1 · f̃ζ + q2 · f̃ ζ̄ · eTω−Tω = e−Tω(wζ̄ + q1wζ + q2wζ̄)−

−we−Tω

(
ω + q1Πω + q2

w

w
Πω

)
=

= −we−Tω

(
ω + q1Πω + q2

w

w
Πω +A+B

w

w

)
= 0.

3.4. Proofs of Theorems 1.14 – 1.17. We will prove Theorem 1.14 in detail.
Consider the first double inequality from (1.30). By Lemma 2.3 the solution ω =
ω(ζ) to Equation (1.9) belongs to Ls(G), where 2 < s ≤ p, and

∥ω∥W 1
s (G) ≤ const,

where constant do not depend on w.
Next, by Lemma 2.2

∥Tω∥W 1
s (G) ≤ const∥ω∥Ls(G) ≤ const,

where constants do not depend on w.
From here and from (1.7) we have f(ζ) ∈ W 1

s (G), and taking into account
Theorem 1.4 we get

∥f∥W 1
s (G) ≤ const∥w∥W 1

s (G) ≤ const∥Φ∥W 1
s (G), (3.2)

where Ω(w) = Φ and constants do not depend on w.
Because the operator Ω is continuous in W 1

s (G),

∥Φ∥W 1
s (G) ≤ const∥w∥W 1

s (G), (3.3)

where constant do not depend on w.
From (1.7) we have

∥w∥W 1
s (G) ≤ const∥f∥W 1

s (G), (3.4)

where constant do not depend on w.
By matching (3.2) – (3.4), we get the first double inequality from (1.30).
The second and third inequalities are proved similarly, only in addition to The-

orem 1.4 you need to use Theorem 1.6.
Let now q1(ζ) ∈ C(G), q2(ζ) = B(ζ) ≡ 0. Then, by Lemma 2.3 the singular

integral operators in (1.9) and (1.14) are isomorphisms of the Banach space Lp(G)

and in all reasoning for all three pairs of inequalities, the space W 1
s (G) can be

replaced with W 1
p (G).

Theorem 1.14 is proven.
Theorems 1.15 – 1.17 are proved similarly, with references to the corresponding

theorems and lemmas of this work.
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