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AN APPLICATION OF DOMINATION IN VAGUE FUZZY
INCIDENCE GRAPHS

K.KALAIARASI *, P.GEETHANJALI

Abstract. Fuzzy Graphs (FGs), also known as Fuzzy Incidence Graphs (FIGs),
are a well-organized and useful tool for capturing and resolving a range of real-
world scenarios involving ambiguous data and information. In this paper, the
Composition of Two Vague Fuzzy Incidence Graphs (CT-VFIGs) and use
incidence pairs to extend the idea of FG dominance to CT-VFIGs defined .
Examples are used to clarify the concepts of Edge Incidentally Dominating Set
(EIDS), Strong Edge Incidentally Dominating Set (SEIDS), and Weak Edge
Incidentally Dominating Set (WEIDS).CT-VFIGs have an Edge Incidentally
Domination Number (EIDN), a Strong Edge Incidentally Domination Number
(SEIDN), and a Weak Edge Incidentally Domination Number (WEIDN). In
the research field, CT-VIFGs are used to find the best combinations of journal
publications that express the most progress and the least amount of non-
progress. The results of our investigation are compared to those of other
studies. Our research will help us fully appreciate and comprehend the
additional properties of CT-VFIGs.Another benefit of our research is that it
will aid in determining the maximum percentage of progress and the minimum

percentage of non-progress in various journal publications.

KEYWORDS: Vague Fuzzy Incidence Graph, Composition of two VFIGs, Strong
Edge Incidentally Dominating Set, Weak Edge Incidentally Dominating Set.

1. Introduction

Zadeh [40] [42] [43] introduced fuzzy set theory and related fuzzy logic as a technique
of dealing with and addressing a wide range of situations in which variables,
parameters, and relationships are only approximated, necessitating the employment of
approximate reasoning systems. This is true of practically all nontrivial occurrences,
processes, and systems that exist in reality, and standard binary logic mathematics
cannot sufficiently characterize them.We summariseGorzalczany's work on interval-
valued fuzzy sets(IVFSs) (8] and Roy et al. [29] works on fuzzy relations because
interval-valued fuzzy graphs (IVFGs) are commonly employed. Vague sets (VSs) were
first proposed by W.L Gau and D.] Buehrer [7]. FG operations were investigated by R.
Parvathi et al. [22]. In vague graphs (VGs), N. Ramakrishna [6] developed the
concepts. In IFGs, A. N. Gani [9] developed the concepts of degree, order, and size. S.
Samanta and M. Pal [30] have also expressed many FGs. H. Rashmanlou and M. Pal
[26] advised irregular IVFGs.Akram. M [2] proposed vague hyper graphs. Degree of
vertices in VGs were proposed by Borzooei [3]. Dinesh [5] looked at the topic of
FIGs.Borzooei et al. [4] suggested and implemented regularity of VGs. Kalaiarasi &
Mahalakshmi have also articulated and Kalaiarasi & Gopinath discussed fuzzy strong
graphs. Akram et al. [1] proposed the concept Cayley VGs. S. Mathew and ].N.
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Mordeson [17] proposed concepts in FIGs.Mordeson et al. [19] talked about VFIGs.
Properties of VGs extended by Rao et al. [27].
Ore and Berge were the first to introduce dominance. IrfanNazeer et al. [11],
developed the new graph'sproduct. Haynes and Hedetniemi[10] looked into
dominance in graphs further. Somasundaram and Somasundaram[33] have gained
supremacy in FGs by utilising effective edges. In FGs, Xavior et al. [38] suggested
dominance. PradipDebnath [23] has also shown dominance in IVFGs. For FGs,
Revathi and Harinarayaman [28] developed an equitable domination number.
Sunitha & Manjusha [34] have also declared that they have a stronghold..Nagoorgani
& Chandrasekaran [21] have also demonstrated dominance in a FG. Sarala & Kavitha
[35] have also expressed (1,2)-domination for FGs. Dharmalingam & Nithya[6] have
also provided dominance values for FGs. Manjusha et al. [18] have studied paired
domination. In FIGs, IrfanNazeer et al. [12] have achieved dominance. AN Shain and
MMQ Shubatah [36] advocated the inverted dominating set of IVFGs . Kalaiarasi &
Sabina have also expressedfuzzy inventory EOQ optimization mathematical model
[15]. Kalaiarasi & Gopinath suggested fuzzy inventory order EOQ model with
machine learning [16]. A new path graph definition was proposed by Tushar et al.
[32]. A Nagoor Gani et al.[10] addressed domination in FGs. AM Ismayil and HS
Begum([4] have both accurately depicted split dominance. In ambiguous graphs,
Yongsheng Rao et al.[39] established dominance. Shanmugavadivu and Gopinath
suggested non homogeneous ternary five degrees equation [31]. Shanmugavadivu and
Gopinath have also expressedon the homogeneous five degree equation [32].
Priyadharshini et al. have also expresseda fuzzy MCDM approach for measuring the
business impact of employee selection [24]. and Mapreduce Methodology for Elliptical
Curve Discrete Logarithmic Problems [41].
Section 2 gives some preliminary findings that are required in order to understand the
rest of the paper. A definition of CT-VIFGs is given in section 3. In section 4, we look
at the relationship between CT-VFIG order and size. Domination in CT-VFIGs is
discussed in Section 5. Strong and weak domination in CT-VFIGs is discussed in
section 6. The application of CT-VFIGs is discussed in section 7. A comparative
analysis is offered in section 8.

2. Preliminaries
Definition 2.1[12]
Assume G; = (V},E;) is a graph. Then, G, = (V,,E},I;) is named as an incidence
graph, where I; €V, X E|.
Definition 2.2[12]
Assume Gpg = (Vgg, Epg) is a graph, Upg is a fuzzy subset of Vgg, and ypg is a fuzzy
subset of Vgg X Vig. Let Ypg be a fuzzy subset of Vpg X Epg. If Ypg(Wyq,wiiwy,) <

min{ups(Wi1), Vrs (W11W52)} for every wyy € Vig, Wi Wyy € Efg, then g is a fuzzy

incidence of Gpg.

Definition 2.3[12]
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Assume G is a graph and (g;,y;) is a fuzzy sub graph of G,. If Y, is a fuzzy incidence
of G, then G; = (u;, v, ;) is named as FIG of G;.

Definition 2.4 [4]

A VS A is a pair (ty,, fya) on set V where t,, and f,, are taken as real valued
functions which can be defined on V — [0,1], so that t,,(Wy1) + fya(wy1) < 1, for
all wy;belongsV. The interval [t,,(W11),1 — fra(W11)] is known as the vague value of
Wqqis A.

Definition 2.5[6]

A pair G, = (4,B) is said to be a VG on a crisp graph G = (V,E), where A =
(tya fra) is a VS on V and B = (ty, fyg) is a VS on E €V XV such that
tys (W11W22) < min(ty,(wi1), tya(Wz2)) and fre(W11wa3) =
max(fya(Wi1), fva(Waz)), for each edge wy;w,, € E

Definition 2.6

An VFIG is of the form Gy; = (Vy;, Eyp, Iyg, Avy, By, Cyp) where Ay, = (tAVI’fAVI)'
By, = (tBV,,fBW), Cy; = (tcw,fcw) and Vy; = {wg,wq,....... wy} such that
tay,: Vvr = [0,1] and fy,,: Viy; = [0,1] represent the degree (DG) of membership(MS)
and non membership (NMS) of the vertex w;; € Vi, respectively, and 0 < t,,, +
fay, <1 for  each  wy €Vy(i=12,....,0),tp,: Vi XVy; = [0,1]  and

fa 1V, xV, — (01
By VI VI [ ]tBV) (Wlll WZZ) andeVl (W11' sz) ShOW the DG Of MS

and NMS of the edge (wyy,wy,) respectively, such thattp, (Wi, wyp) <
min{t,,, (W), ta,, (Wa2) Jandf,, (W11, W3) = max{fa,, W11), fa,, (W22)},0 <

ty; (W11, Wa2) + fr,, (W11, Wap) < 1 for every  (Wyg,Wa), t,,: Viy X Eyy = [0,1]
and fe,,:Vyr X Ey; = [0,1],tc,, (W11, Wi1W52) and fg,, (W11, Wi1W;5) show the DG
of MS and NMS of the incidence pair respectively, such that tg,, (Wig, Wigwsp) <
min{tAw (W11), tg,, (Wyq, sz)} and

foy, Wi, wigwp,) = max{wa W11, f3,, (W11'W22)}» 0 < tg,, (Wi, wiwyp) +

ch, (W11, W11 Wpp) < 1 for every (Wyq, Wi Wap).

3. Composition of two VFIGs

Definition 3.1

The Composition of two VFIGs (CT-VFIGs)Gy, =
W Edy 11, Avips B, Con) and Gip = (Wi, E¢y, 15, AG1p, Béy, Coyp) is defined as
an VFIG
Gevr = Gp10GE = (Vyp, Eyy, Ly, AvipO AT p, By OBYy, Cry OCH YwhereVey, =
Vi 0V
andEgy; = {((mllﬂnll)' (mzz'nzz))/mn = My, (N1, M22) € Ej orng, =
Ny, (My1,My,) € E1}1}
Iey; =
{(my,nq1), (Mg, 1) (Mg, Mp2) /My = Moy, (N1, M1 M23) € TGy, (g2, My Ng0) €
[Fr0mnyy = npp(myy, myymy;) € Iy, (Mg, myymy;) € I dwith
(Alyip@ALy1p) (Myg, 1) = min{Aiy;p(myy), Ay (111)}V (Mg, ny4) € V50V,

(AyipBASy1p) (M1, 1y1) = max{A%VIP(mll)'A%VIP(nll)}v(mllﬂnll) € VBV
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(B%VILBfVIL)((mllﬂnll)(mZZ'nZZ))
min{Aly;p(mi1), Biyi (11, M22)}, if Myy = My, (N4, na2) € E
= { min{Bly;, (My1, M23), Ayip (1)}, if iy = Ny, (Myg,my,) € Eyy
min{Bly;, (My1,M22), Alyip (M11), Alvip (N22)}, if Ny # Nga, (My1,my,) € Eyy
(Bzy1.BB3y11) ((m11'n11)(m22'n22))
max{Agy;p(My1), B3y, (N11,M22)}, if My = My, (11,15;) € EF,
= {max{Bjy;, (M11, M23), Adyip (N11)}, if Nyy = Npp, (Myq,My,) € Eyy
max{Bly;, (M1, M32), Alyip(M11), Alvip(22)}, if My # Ngp, (Mg, M) € Eyy
(ClynBCEy ) [(Myg, 1), (Mg, 1y1) (M1, 155)]
= min{Aiy;p(M11), Cfyy (M1, My np2) Y ifmyy
= Myy, (N11, N1 My2) € I
(ClynBCE D[4, 152), My 1, 111) (Mg, 152)]
= min{Ajy;p(M11), Clrir (a2 11 Mz) Y if myy
= Myy, (Mg, My Ny2) € I
(ClynBCE)[M11,111), (M1, M11) (M2, 014)]
= min{Cly;; (M1, M11My5), Alyip(M11)} if nyy
= Ny, (Mg, My 1My,) € Iy
(ClynBCE ) [(Ma2,111), (Ma1,M11) (M2, M4)]
= min{Cly;; (My2,M11My2), Alyip (M11)} if 1ay
= Nz, (Myp, My My,) € Iy,
(ClynBCE N [(My1,111), (Mg, M11) (M2, Mz2)]
= min{Cly; (11, My1M22), Alyip (11), Alyip (22)3}, if Mgy
# Myp, Ny # Nga, (Mg, My1My,) € Iy
(ClynBCHD[(Ma2,122), (My1,M11) (M2, Mz2)]
= min{Clyy (Maz, My1M23), Aly1p (11), Alyip (N22)}, if Mgy
# Moz, My1 # Ngg, (Mo, My1My,) € I
(ClynBCH ) [(M11,122), (M1, Mp2) (M2, 1)
= min{Cly; (My1, Mmy1Mzp), Alyip (111), Alyip (22)3}, if Mgy
# Myp, Ny # Nga, (Mg, My1My,) € Iy
(ClynBCH ) [(Ma2,111), (Mg, M52) (M2, 11)]
= min{Clyy; (Maz, My1M25), Aly1p (11), Alvip (N22)}, if Mgy
# Mo, Ny1 # Ngg, (Mo, My1My,) € I
(CvuBCE )My, n11), (Mg 1, 1y1) (Mg, 132)]
= max{Azy;p(M11), Ciy (11, My1Mp2) Y if myy
= Myy, (Ny1, N1 M22) € I
(ClrnBCE)[(My1,n32), (Mg, my1) (M1, 125))]
= max{Azy;p (M11), Ciy (a2, Myingz)} if myy
= Myp, (Ng2, 11 N2) € I
(ClvnBCE ) [(myg,ny1), (Mg, 1y1) (Mo, 1)
= max{Cay; (M1, M11My2), Adyip (M11)} if 1y
= Nga, (Mg, My1My,) € Iy
(CovunBCE)[(Maz, 1y1), (My1,1y1) (Mo, 141)]
= max{Cyy (Maz, M11My2), Adyip (41)} if g

_ 1
= Nyy, (Myz, My Myy) € Iy,
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(ClynBCED[(My1,144), (My1,M11) (M2, M2,)]
= max{Czyy (m11;m11m22);A%V1P (nll)'A%VIP (n22)}, ifmyy
F Myp, Nyg F Nap, (Mg, My My,) € Iy,

(Czlvuczzvu) [(M32, M22), (M1, M11) (M2, M) ]
= max{czlvn (m22'm11m22)1A%V1P (1), A%VIP (n22)}, if myy
F Myp, Nyg F Ny, (Myp, My Myy) € 11%1

(Czlvuczzvu) [(My11,M22), (M1, Mp2) (M2, M41)]
= max{czlvn (m11:m11m22):A%V1P (nll)'A%VIP (n22)}, ifmyy
F Myp, Nyg F Nap, (Mg, My My,) € 11%1

(C21VIIC22VII) [(M32,M11), (My1,M22) (M2, M41)]
= max{czlvn(mzz:mnmzz)'A%VIP (n11), A%VIP (n22)}, if myy
F Mya, Nyy F Nyp, (Myp, My Myy) € 11}1

Example 3.2

(0.3,0.7) 0.2,0.6)
— 4 —
(0.4,0.2) m, @ 03.0.6) ® (03,05

Figurel. VFIG G},

Figure 1 indicates a VFIGGY;, = (Vi, By, It Abyp, By, Cpp) with
Apip(myy) = (0.4,0.2), 47, (My) = (0.3,0.5),By, (my1m;,) = (0.3,0.6),
Cyr (myy, myyma;) = (0.3,0.7),C51; (Mgp, myyMy,) = (0.2,0.6)

(0.1,0.5) (0.1,0.7)
—_— e —

(0.6,0.3) 1y, ® 01.03) ® ,.02.05)

Figure2. VFIG G}
Figl]re 2 indiCateS a VFIGG&I = (VVgI’ E&I' 151, A%IP' B&IL' C&”) Wlth

AZVIP (ny) = (0-6'0-3)»1‘1515’ (ny2) = (0-2'0-5)»351L(n11n22) =
(0-1'0-5)»C1311(n11'n11n22) = (0-1:0-5)»6‘511(”22'nunzz) =(0.1,0.7).
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iy, (0.4, 0.3) iy (0.2, 0.5)

(0.3,0.7) (0.2,0.7)

L J
e,,(0.3,0.6) 2,,(0.2,0.6)

'\ e;5(02,0.6) 2:5(0.2,0.6) "

/oz 0.6) (o.zjo&

€;(0.1,05)
—., ‘—

0.1035) (0.1.0.7)

(0.2,0.6) (0.2,0.6)

mypm; (03, 05) Myy11y,(0.2,0.5)

Figure3. Composition of figure 1 and figure 2
Figure 3 indicates a CT-VFIGs

Gy BGE = (Vyr, vy, Iy, Avip BAG p, By BB, CoyBCH))
(AV1pBAG;p) (Myq,my1) = (0.4,0.3),(A4p0A7,p) (My1,152) = (0.2,0.5)

1 2 _
(RO XMz 1) = 0308) 4y m ) = 0205)

(BI}ILB!;lL)((mllrnll)(mll'nZZ)) =

0.1,0.5,(B 1, 0B§1,) (M1, n25) (M2, 152)) = 0.2,0.6,
(BI}IL@BiglL)((mZZrnll)(mzz'nZZ)) =0.1,0.5,
(B&IL@B%L)((mu'nn)(mzz'n11)) =0.3,0.6,
(Bl}lL@B%u)((mu'nu)(mzz:nzz)) =0.2,0.6,
(Bl}lL@B%u)((mu'nzz)(mzz:n11)) =0.2,0.6
(ConBCED[(My1,n11), (My1,n11) (M1, 125)] = (0.1,0.5)
(CHOCHD [(My1,M22), (M1, 1y1) (M1, Mp0)] =
(0.1,0.7),(Ci1 0CH ) [(My1, 122), (M1, 1122) (Mo, M22)] = (0.2,0.7),
(ConBCE[(Ma2,nz2), (M1, M22) (M2, 122)] = (0.2,0.6),

(CouBCHD Mgz, 1y1), (M2, ny1) (g2, n32)] = (0.1,0.5),
(CouBCHD[(Maz,n22), (M2, n11) (Ma2,Mz2)] = (0.1,0.7),
(CouBCHDIMy1,ny1), (Myg,1y1) (Mg, m41)] = (0.3,0.7),
(CouBCED(Maz, 1), (Myg, 1) My, 141)] = (0.2,0.6),
(CouBCE M1, ny1), Mgy, 1y1) (Mg, m22)] = (0.2,0.7),
(CouBCED[(Maz,n22), (M1, 111) (M2, n32)] = (0.2,0.6),
(CouBCHD[(Maz,1y1), (M2, ny1) (11, 152)] = (0.2,0.6),

(CruBCH) [(My1,152), (Ma2,11)(My1,M22)] = (0.2,0.7)
Definition 3.3
Let G¢y; be a CT-VFIGs

() Gy cardinality is determined by
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1Gop| = Z 1+ ty,,, Wi1) = fay,p W11)
cvi >

w11€Vy

i Z 1+tg, (wyiwpp) — fBV,L (wy1wy,) n

2
W11W22€Ey]
1+ teyu (W11, Wi Wyp) — fCV” (W11, W1aW3)
2
W11,W11W22€lyy
(i) Gcyvertex cardinality is determined by Vel =
1+t aypW1)—faypWi1)
ZW11EVCV1 > Vwyg € Veyg
(iii) Gcyredge cardinality is specified by |Ecy;| =
1+tgy; W11W22)=fBy Wi11W22)
ZwllwzzeECV, > YWy 1Wy; € Egyg
(iv) Gcy; incidence pair cardinality is specified by
_ 1+ teyn (W11, Wi Wap) — ch” (Wy1, WiaW33)
[ evi| = 2 W11, W11W22
W11,W11W22€lcyr
€ Iey;
4. Relationship between order and size of CT-VFIGs
Definition 4.1
Assume Geyvr is a CT-VFIGs. Then Ocyi(Geyy) =
1+teo, (WinWiaWa2) = fooy (Wi Wiawez)\ |
YWy Wap Wr 1 W2 €V Y ( > ) is called order of Ggy;
_ 1+tg o, (W11 W22) =By (W11W22) | .

and Scy; (Geyr) = Xy wazeEovr ( > ) is called size of Ggy;.

Definition 4.2

The edge degree of ae;y; in a CT-VFIGs is defined as the sum of the weights of edges
incident to ey;. It is defined by |dGcw(e1V1)| ={degt(esy;),deg” (e;y))}. The
minimum cardinality of edge degree of Gy is 8¢y (Geyy) = min{dccw(ew,)/ew, €

ECV,}. The maximum cardinality of edge degree of Geyris Acy;(Geyr) =

max{dccw (evi)/€wvi € Ecyr}

Proposition 4.3

In a CT-VFIGsO¢y; (Gevi) = Sevi(Gevr)

Proof. Let G¢y; be a CT-VFIGs with one node. ThenOcy; (Geyr) = Seyi(Geyr) = 0.
That is Ocy;(Gevi) = Sevi(Geyr) (1)

It is a trivial case. Assume Ggp; with more than one nodes. O¢y;(Gey) is the sum of
all incidence pairs cardinality ofG.y;. Since incidence pairs are two times of edges.
Therefore, the total sum of all the incidence pairs cardinality will always greater than
the total sum of all the edge cardinality.

Ocvi(Gevi) > Scvi(Gevi) (2)

From equations (1) and (2), we get O¢y;(Geyr) = Sevi (Gevr)-

Proposition 4.4

For any CT-VFIGs the following inequality holds

Scvi(Gevr) < Bevi(Gevr) < Sevi(Gevr) < Ocyi (Gevy)-

Proof. Assume Gy is a CT-VFIGs with non empty node set.
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Since 8¢y (Geyy) represents lowest edge degree and Acy; (Geyy) denotes highest edge

degree of Gcy;.
SCVI(GCVI) < CVI (GCVI) (3)
1+t (WinWi1Wwaz2)=feey, (W11'W11W22))

We know Ocy;(Geyp) = Zw11¢w22,w11,wzzevcw( >

1+t (W11.W22)=f By, (W11W22))

and Scy; (Geyr) = ZwllrWZZEECVI ( 2

By definition of size of Geyrs Scvi(Geyy) =

1+t oy, (W11.W22)=fB oy W11W22)
ZWn,szEEcw( 2 ) = max{dccw(e1v1)/e1v1 € ECVI}

That is Scvi(Gevi) Z Beyi (Gevy) (4)

Also, in a CT-VFIGs, G¢y; by 4.3 proposition

Ocvi(Gevi) = Scvi(Geyr) (5)

From inequalities (3), (4) and (5),we obtainedScy;(Geyr) < By (Geyr) <
Scvi(Gevi) < Ocyi(Geyr)

5. Domination in CT-VFIGs
Definition 5.1
A edge eyin an CT-VFIGs Gy, is called incidentally dominate edge if
teey (W11, WiaWap) = min{tACV, (W11), tagy, (W1, sz)}and feeyr (W11, WiiWap) =
max{fACV, (Wll):fBCV, (W11:W22)}
Definition 5.2
A edge eyy; in an CT-VFIGsGgy; dominates to edge e,y; if they are incidentally
dominate edges.
Definition 5.3
A subset Rgy; of Ecyyis said to be edge incidentally dominating set (EIDS) if for each
edge e;y; not in Reyy, €1y is dominate at least one edge in R¢y;.
Definition 5.4
A edge incidentally dominating set R¢y; of the CT-VFIGsGy; is said to be a minimal
EIDS of CT-VFIGsGy, if each edge in R¢y, the setRgy; — {e1y;} is not a EIDS.
Definition 5.5
AEIDS with the lowest edge cardinality is called a minimum EIDS. The edge
cardinality of a minimum EIDS is called edge incidentally dominating number of the
CT-VFIGsGy,lt is denoted by yy;(Geyr)
Example 5.6
In figure 3, the incidentally dominating edges are {e;1}, {22}, {€33}, {€ss},{€55}
{esctand the EIDSs are Si; = {e11€2,},52 = {€11€33},533 = {€11€44},540 =
{e11€55},Ss5 = {€11€66}ve-- After calculating the edge cardinality of
S11:Sp2r-Sa3) Sanrereimy e obtain  |Sy;| = 0.6,Sy,] = 0.6,Ss3] = 0.65,Sss| =
0.6,|Sss| = 0.6,....... Theedge cardinality of a minimum EIDS is |S;;| = 0.6and
Yvi(Geyi) = 0.6.
Theorem 5.7
Let Gy = (Ay1p, B, Coy) and G = (A%, BE1,C)  be two VFIGs. Then

Yvi(Geyr) = min{Ay;p (mll)'A%IP (ny1)} where my; € Gyiand ny; € G,
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Proof. Assume Gg; = (AYp, Bii, Cip) and G2, = (A%p, B2, C2p) are two VFIGs.

Since Gy; and G# are two VFIGs, then GE;0GE; will be a VFIGs. So, each two edges

in G£;0G2, will dominates remaining edges. Then by definition of EIDN,

Yvi(Geyr) = min{cardinalityof (Ayp(My11), Afrp (n11))}-

Theorem 5.8

Let Gy = (Ahp, B, Cly) and G2 = (A%;p,B2;,,C4)  be two VFIGs with
k = 2and [ = 2, where k and lare representing the number of vertices in

ywilGevD) _

G, and G&, respectively. Then .

min{cardinalityof (Bj;,(m11M32), Bf, (M11122))}-
Proof. ConsiderGg; = (AYp, Biy, Clip) and G2, = (A%p, BéL, C2p) are two VFIGs.
Since G, and GZ; are VFIGs. Then G3;0GE will also a VFIG with W =

min{cardinalityof (B}, (m1M33), B4, (M1112,))} because each two edges in

GE,0GE dominates to all remaining edges.

6. Strong and Weak Domination inCT-VFIGs

Definition 6.1
Let Ggyp be a CT-VFIGs. For any two edges ey, €,y € Ecyp,eq1y; strongly dominates
eyyr in CT-VFIGsGy, if

(i) they are incidentally dominate edges

(i) deg‘(ew;) = deg‘(eqy), deg’ (e1y) < deg” (ezy)
Similarly e;; weakly dominates e,y if

(i) they are incidentally dominate edges

(i) deg*(ezy) = deg*(ewy;), deg” (ey) < deg” (e1y))
Definition 6.2
An edge incidentally dominating set Rgy; € E¢y; is called a strong (weak) edge
incidentally dominating set (SEIDS,WEIDS) of Gy, if, for each eyy; € Ecy; — Reyy,s
there exist at least one edge e,y; € Reyy, so that e;y; strongly (weakly) dominates e,y;.
The strong (weak) edge incidentally domination number of Ggy; denoted by
Ysvi(GevD)Ywvi(Geyp), is called as the minimum cardinality of a strong (weak) edge
incidentally dominating set of G¢y;.
Example 6.3
In figure 3, the incidentally dominating edges are {e;;}, {22}, {€33}, {€ss},{€55}
{escyand the SEIDSs are Si; ={e11€2:},522 = {€11€44},533 = {€22€33},54s =
{eszess}. After calculating the edge cardinality of S;1,S,5,.S33,S4we obtain|S;;| =
0.6,]S5,| = 0.65,|S55] = 0.6,|S,4] = 0.6. Theedge cardinality of a minimum SEIDS
is  |S11] = 0.6and  ysy;(Geyy) = 0.6. The WEIDSs are  Sss = {€11€55},566 =
{e11€66},57,7 = {€33€66}. After calculating the edge cardinality of Sss,Seq,.S,,we
obtain|Sss| = 0.6,|S¢¢| = 0.6,]|S,,| = 0.6Theedge cardinality of a minimum WEIDS
is |Sss| = 0.6and Yy (Geyy) = 0.6.
Theorem 6.4
Let G¢y; be a CT-VFIGs without single node and R¢y; be a minimum SEIDS of Gy,
then E¢y; — Rey,is an SEIDS of CT-VFIGs.
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Proof. Let G¢y; be a CT-VFIGswith minimum SEIDS, then for each edge e,y; € Reyp,
there is at least one edge ejy; € Eqyy — Ngy; so  that  deg®(eqy;) =
deg*(er), deg’ (ery;) < deg” (em) and teer (W11, Wiy wyy) =
min{tACV, (W11), tpcy; (W11, sz)}» chw (W11, Wiiwy,) =
max{fAcw W11 fe, (W11,W22)}. Hence E¢y; — Rey; strongly dominates each edge
of Rey;- So, Ecy; — Reyy is an SEIDS of CT-VFIGs.
Theorem 6.5
Let Ggyp be a CT-VFIGs without single node and Rgy; be a minimum WEIDS of
Geyr, then Ecy; — Reyis an WEIDS of CT-VFIGs.
Theorem 6.6
For any CT-VFIGs with tc,, (W1, Wy1W2,) = min{tAcvz(Wll)' tBCV,(Wn:sz)}and
fCCV, (W11, Wi1Wyp) = max{fACV, (W11):fBCV, (W11:W22)} for all wy; €
Vevi, Wi11Wa, € Ecyy, then ygy, = Yy
Proof. Let Geyvr be a CT-VFIGs with ooy, Wi, Wiiwpy) =
min{tACV, (W11), 3 (W11, sz)}and chV,(Wn' W11 Wop) =
max{fACV,(Wll):fBCV,(W11rW22)}~ Assume for every node have same or different
value. Since Geyr is CT-VFIGs with gy, (W11, W2p) =
min{tACV, (W11), tacyr (sz)}andfscv, (W11, Wa3) = max{fACV[(Wll)'fACVI(WZZ)} for
all W11, Way € Veyg andtccw(Wn'Wanz) =
min{ta.,, (Wi1), tpe,, Wiz, Woo) Jandfe,,, (Wig, Wi wy,) =
max{fac,, (W11, fagy; Wiz, Wop) Jfor all wyy € Vey,WiWy, € Egyp. Thus  every
eivreayr € Ecyy is SEIDS as well as WEIDS. Therefore ysy; = Yyy-
Theorem 6.7
For a CT-VFIGs, the below inequalities are true.
@) vvi < Vsvi < Ocyi(Geyy) — max i mumdg,,, 0f Gey;.
(ii) Yvi < Ywvi < Ocvi(Geyr) — minimumdg,, 0f Gey,.
Proof. (i) From definition 6.1 and 6.2 we have Yy < Venr
(6)
We know O¢y;(Geyp) = the sum of the incidence pair of CT-VFIGs.
Also Ocy;(Geyp) - not including the maximum dg, ., of CT-VFIGs

=0¢vi(Gevr) = Beyi (Gevir)
)
From equation (6) and (7)

Yvi < Vsvi < Ocyi(Geyy) — max i mumd, ., 0f Gey,

(ii) From definition 6.1 and 6.2 domination number yy; of CT-VFIGs is less than or
equal to the Yy, of CT-VFIGs, because the edges of WEIDSMy,;, it weakly

dominates any one of the edges of E¢y; — Mgy,

Therefore Yevi(Gevi) 2 Yvi(Gevr)
®)
Also Ocy;(Geyy) -not including the minimum dg,,, of CT-VFIGs
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=0cvi(Gevr) — Scvi(Gevi)
)
From equation (8) and (9), we get

Yvi < Ywvr < Ocyi(Geyy) — mini mumdccw of Gey,

7. Real-Life Application of CT-VFIGs
An application of CT-VFIGs is included here. Consider two networks (CT-VFIGs)
GiandGE;, which have two and two vertices, respectively, and show distinct journal
publications from different journals of a research filed. The vertices MS value
indicates the percentage of accepted research papers in journal publishing, while the
NMS value represents the rejected research papers. The MS value of the edges
indicates that the journal publications are mutually collaborative, whereas the NMS
value indicates that the journal publications are not mutually collaborative. The MS
value of the incidence pairs represents the percentage of progress, whereas the NMS
value represents the percentage of journal publications that have not progressed. As in
figure 3 composition of Ggand GZ; show the percentage of progress of journal
publication m,;with journal publications n;; and n,, has the maximum MS value
and the percentage of non progress of journal publication m;; with journal
publications n;; and n,, has the lesser NMS value. As a result, the best suited
combinations of journal publications demonstrating the largest percentage of progress

and the lowest percentage of non-progress in the research field exist.

8. Comparative Analysis
In figure 3, calculate the edge cardinality of each edge, we get all the edges have same
value. In our study the edge degree cardinality of the CT-VIFGs |dGcw(elV1)| =02
and |dGcw (ezw)l = 0.3 are not all the same. It can be observed that the edge degree
of the edges |dGcw (€1V1)| = {0.9,2.4} shows the percentage of progress of journal
publication my; with journal publicationsn,; and n,, has the maximum MS value
and the percentage of non progress of journal publication m;with journal
publications ny; and n,, has the lesser NMS value. As a result, the current method is
ineffective in determining which journal publications have the highest percentage of
progress and the lowest percentage of non-progress. The current method is useful for
single networks, but it is insufficient to explain the overall impact of different
networks' products. However, we may use composition to discuss the overall impact of
combining multiple networks in our strategy. Our technique works with several
networks as well as a single network. This allows us to discuss the overall influence of
various networks products. As a result, our proposed strategy outperforms the existing
one.
9. Conclusion

CT-VFIGs are extremely useful tools for researching a variety of computational
intelligence and computer science topics. CT-VFIGs are used in a variety of fields,
including natural networks and operations research.Three new CT-VIFG concepts in
this article EIDS, SEIDS, and WEIDS. In the CT-VFIGs, some advantageous and
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instrumental theorems of domination are also explained. A study of the makeup of
VFIGs in the field of research is also included. Our research into CT-VFIG coloring,
Hamiltonian CT-VFIGs, and CT-VFIG chromaticity in the future. The results of

future research on these concepts will be revealed in upcoming papers.
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