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Abstract – Pashto languages is cursive in nature and 

cursive script based languages are difficult to process. 

The Pashto language speakers scattered and large in 

numbers spread around the globe. Isolated handwritten 

character classification and recognition techniques 

existed, but their performance degrade with rotated 

characters. The proposed work is aim to provide a 

generalized technique for the classification and 

recognition of rotated invariant handwritten characters 

of Pashto language. The proposed technique uses 

histogram of oriented gradient (HOG) features. As HOG 

is rotated invariant, therefore it is very useful in 

different types of rotation. We normalized the feature 

vectors to reduce time complexity. The proposed 

technique uses Euclidean Distance and multiple 

thresholds rule based classification and recognition. The 

proposed technique achieves maximum prediction 

accuracy of 93.5% for 730 characters.  

 

Index Terms – Pashto Characters, Rotation Invariant, HOG 

Features, Euclidean Distance, Multiple Thresholds Rule 
Based classification and Recognition. 

INTRODUCTION 

The character set determine the writing style of a language. 

The characters are symbols, which are combines to form a 

group. The words of languages are composed of these 

characters. Most of the languages use the Arabic, Roman 

and Chines characters sets while some languages use the 
modified version of these character sets. Combination of 

characters form different words of the language if exists in a 

standard dictionary. The characters are connecting at 

difference position with each other’s to for a word i.e. 

Pashto, Urdu, Dari etc. The connection of characters are 

called joints, found at the front, back or from both side. The 

concatenation of characters is also used to form a words i.e. 

English language. The concatenation is takes place in a 

sequence without make joint with next or previous 

character.   

Pashto characters connect vertically with each other at 

different position. Direction is another important property 

found in the writing script of a language. The direction of 

writing Pashto language script is from left to right and from 

top to bottom. The direction and connecting property 

produces a lot of curves and gradients. Characters of Pashto 

language consist of one or more strokes. The first stroke is 

called Primary stroke or some time called the skeleton of the 

character. Most of the characters has more than one stroke, 
in which first stroke is called the primary and all other 

stroke are called secondary. A stroke is the continuous on 

pixels in a trajectory from first pixel to last pixel. The 

primary or skeleton of a character is the longest stroke in 

which the numbers of on pixels are large in number as 

compare to other continuous on pixels.  

Most of the cursive script characters recognition techniques 

use machine learning algorithms (MLA). Machine learning 

algorithms has two broad category i.e. Supervised and 

unsupervised. In unsupervised MLA data is directly feed 

without labeling. Unsupervised MLA’s make groups of 

similar data. In supervised MLA’s data are labeled explicitly 
and then feed into algorithm for classification. Supervised 

MLA’s are heavily use for character classification and 

recognition. Machine learning algorithms are 

computationally expensive and not efficient without 

normalization.  

The proposed technique can work for all cursive script 

based languages but hereby it is tested on Pashto characters.  

Most of the existing systems are imposed constraint on user 

for writing input characters. The system is not providing the 

same or nearest recognition accuracy if the input characters 

are slightly rotated. In proposed technique the recognition of 
characters, take place in a control environment, which is 

very less affected with different types of rotation. 

RELATED WORK 

Handwritten character recognition systems has focused for 

the last two to three decades. Large number of techniques 

are developed for single language characters recognition [1]. 

Pashto language has less reported work in this regard. 
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Existing techniques have also limitations in terms of 

computational speed, writing constraints on user and 

memory occupied. ` 

A weighted linear classifier with local feature is used by [2] 

for online handwriting Urdu isolated characters recognition. 
In this method weights are assigned to each feature vector 

and uses assumption which is not a good idea. It is a single 

language characters recognition method and claim 92.8% 

accuracy. This technique imposed constraints on user while 

writing. 

Fuzzy rule based technique is used for character recognition 

by [3]-[5] to classify online Urdu characters. It is very hard 

to define too many Fuzzy rules explicitly for each character. 

These techniques are also bound to a single language and 

depend on baseline.  

Hidden Markov model based method is heavily used for 

handwriting character recognition. In this method models of 
each character is prepared and then stored in a dataset for 

classification. It is a statistical process in which probability 

is used in each stat for transition to the next stat. Due to 

probability this method is very closed to dynamic Bayesian 

network. HMM based techniques for character recognition 

are not rotated, scaled and shift invariant and never used for 

multi-language characters recognition [6]-[15]. 

Template matching technique is heavily used in different 

other area i.e. robotics and image processing. In template 

matching technique templates for each character is prepared. 

The templates are then used in recognition phase for unseen 
character [16]-[21]. These template matching based 

techniques only support single language characters, which 

are not geometric invariant.  

Support vector machine (SVM) based classification and 

recognition has been found in many research papers. It is a 

supervise machine learning technique used different kernel 

tricks. The different form of SVM is uses for different 

problem depend on the type of problem. The SVM 

technique can also be used for regression. The linear kernel 

based SVM is used for the separation of two different 

classes with the help of hyperplane. The hyperplane is 

generated between two classes with the help of margins. 
Margin in hyperplane are distances between hypothesis line 

and margin vectors. Other SVM kernels uses the same 

margin concepts and separate data in higher dimensions in a 

non-linear way. These kernels i.e. Polynomial kernel, 

Hybrid kernel, Sigmoid kernel, Exponential kernel and 

Redial basis kernel are efficient for complex boundary 

separation. SVM in different form has used for characters 

classification and recognition [22]-[25]. All these SVM 

based method has not tolerated for rotation in variation. 

Artificial neural network (ANN) is a supervise machine 

learning algorithm inspired from human nervous system. 
Different variation of ANN is used to classify characters on 

the basis of features. Different forms of ANN are feed 

forward neural network, feed backward neural network, 

recurrent neural network and convolution neural network 

etc. In Artificial neural network weights are multiplied with 

features data and then perform computation by using an 

activation function. For character recognition [26] uses 

ascender and descender lines to extract features and ANN to 

classify characters.  

Genetic algorithm inspired from human genetic system and 

performs mutation and permutation to find global maxima. 
In this method fattest candidate survived for next 

generation. This method performs different computation 

steps on characters related data [27].  

Naïve Bayes is a supervise machine learning technique, 

which is based on probability. This technique has used for 

character classification [28]. Features of handwriting 

characters are feed into Naïve Bayes classifier for 

classification. Naïve Bayes use interior and posterior 

probability of character features. Naïve Bayes based 

classification is simple but very effective and fast.  

We proposed a rotated invariant handwriting characters 

technique for Pashto character classification and 
recognition. The consideration of rotation invariant property 

is very important [29] as humans’ produces different 

amount of rotation in handwriting .The proposed system do 

not imposed constraint on handwriting rotation variation, 

ascender and descender line. 

PROPOSED METHOD 

User interaction with smart devices are very easy. Every 
common person can easily use the smart devices very 

conveniently without any hesitation. These devices are easy 

to carry from place to place along with functionality. 

Millions of applications have been developed to facilitate 

end users. A common user understand and communicate in 

native languages and the symbols related to that language. 

There are large number of peoples that communicate only in 

regional language. They do not understand English and 

other languages except their regional language. This 

problem is very common in Pashtun community. To take the 

advantage of touch sensitive devices, we proposed a 

technique for Pashto handwritten characters classification 
and recognition. The proposed technique recognizes rotated 

invariant handwritten characters of Pashto languages. This 

technique consists of Smoothing, Features extraction, 

weighted normalized vector and Recognition as shown in 

Figure 1.  

In proposed technique, Pashto handwritten characters are 

taken and preprocess it to remove the salt and pepper noise. 

HOG features vectors are extracted which are invariant to 

the rotation. Eigen values and Eigen vectors are used to 

normalize HOG feature vectors to boost the computational 

speed. In proposed technique, Euclidean distance is 
computed for each features vector, which describe a 

character. In testing phase unseen character stroke is taken 

and performs computation steps similar to training phase. 

Euclidean distance from training and testing phases are 

matched for decision. In recognition phase rules are define 

to decide a label for unseen data. 
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FIGURE 1: PROPOSED TECHNIQUE ARCHITECTURE 

Handwriting characters contain salt and pepper noise. The 

noise are affect the recognition accuracy and need to reduce. 

We reduce the salt and paper noise by using median filter. 

Median filter is a statistical method to reduce the salt and 

pepper noise. In this filter, the median value is find and 
replace in the pixel below the filter. Median filter shows 

very good results as shown in Figure 2.   

  

 

FIGURE 2: REDUCTION OF NOISE 

FEATURES EXTRACTION 

In the proposed Technique, we select Histogram of Oriented 

Gradient (HOG) as feature to extract data. Features 

extracting from Pashto handwritten characters play a vital 

role in classification and recognition. Selecting affective 
features from a set of features is very important [30]. We 

choose to extract Histogram of Gradient (HOG) for each 

handwritten character. The reason of choosing histogram of 

gradient is the rotation invariant nature. It help in the 

classification and recognition of geometrical invariant 

characters. The initial size of an image is 128×128 as shown 

in Figure 3. 

 

    FIGURE 3: PASHTO CHARACTER OF SIZE 128×128 

We resizes the character images to 64×64 as shown in 

Figure 4. Resize the images reduce the computational 

complexity. 

 

FIGURE 4: RESIZE TO 64×64 

We set the size of HOG cell into 8×8 because we do not 

want to miss detail. The number of cell in each block is 

configured are 2×2. In the proposed system, the number of 

orientation histogram bins are nine. We use logical scaler 

value for orientation, which create evenly spaced in bins 

between 0 and 180 degrees. The HOG image for a Pashto 

handwritten character is shown in Figure 5.  

 

     FIGURE 5: INPUT IMAGE AND THE RESPECTIVE HOG IMAGE. 

By applying HOG method for feature extraction, two 

vectors are constructed that is gradient magnitude and 

gradient direction. The values in these two vectors are find 

out by using the pixel values in X direction and in Y 

direction. The X direction value is calculated by using (1) 

and the Y direction values is computed by using (2).  

𝑋𝐷 = |𝑃𝑙 − 𝑃𝑟|                  (1) 
𝑌𝐷 = |𝑃𝑢 − 𝑃𝑙𝑤|                (2) 

In (1) XD is the value in X direction, Pl is the value of left 

pixel and Pr is the value of right pixel. YD in (2) is the value 

in Y direction, Pu is the value of upper pixel and Plw is the 

value of right pixel. 
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The vector for gradient magnitude is computed by using (3) 

and the vector gradient direction is computed by using (4).  

𝐺𝑚 = √𝑋𝐷
2 + 𝑌𝐷

2             (3) 

𝐺𝑑 =
𝑋𝐷

𝑌𝐷
                   (4) 

In (3) Gm is the gradient magnitude value for gradient 

magnitude vector, 𝑋𝐷
2 is the square of X direction value and 

𝑌𝐷
2is the square of Y direction value. In (4) 𝐺𝑑 is the 

gradient direction value for gradient direction vector, 𝑋𝐷 is 

the value of X direction and 𝑌𝐷 is the value of Y direction. 

The total HOG blocks in our case is 225 i.e. (15×15) and 

each block has 16×16 HOG cell. It means that each block 

has 36×1 vectors. The total size of our feature vector �⃗�  is 

225×36 = 8100. We normalized the HOG feature vectors by 

using the following method. 

In ordered to make the proposed technique more efficient on 

low resource devices, the features vector �⃗�  belong to a 

character is normalized. Eigen values are computed and then 
used to produce weighted normalized vector. The whole 

process demonstrated steps wise in Figure 6. 

FIGURE 6: STEP WISE WEIGHTED NORMALIZED VECTOR COMPUTATION 

Step 1: Each character features vector is transposed from 

1×N to N×1 as follows in (5) 

 

𝑉  𝑇 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = [𝑉⃗⃗⃗⃗ ]𝑇                                   (5) 

For each 𝑉  𝑇 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗    mean value “µ” is computed as follows. 

𝜇 =
∑𝑛

𝑖=1   𝑉𝑖 

∑𝑛
𝑖=1   𝐼𝑖 

                         (6) 

Step 2: Mean normalized vector 𝜇𝑁𝑜𝑟  for each feature 

vector �⃗�  is computed as follows.  

𝜇𝑁𝑜𝑟 = 𝑉  𝑇 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  −  µ                     (7) 

After computing all characters normalized vector total 

normalized matrix A is constructed by concatenating 

𝜇𝑁𝑜𝑟 as given below in (8). 

𝐴 = ⋃𝑖=1
𝑛 𝜇𝑁𝑜𝑟𝑖

                         (8) 

Step 3: Total covariance matrix is computed with the help 

of (9). 

𝐶𝑜𝑣𝑚𝑎𝑡  = 𝐴                (9) 

Covariance matrix is an arrangement of rows and columns 

of covariant values. Mathematically a covariance value can 

only be measured between two features vector as shown in 

(10).  

𝐶𝑜𝑣𝑣𝑎𝑙  = 1/𝑛∑

𝑛

𝑖=1

 (𝑥 − µ𝑥  ) (𝑦 − µ𝑦) 
𝑇            (10) 

𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   and 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   are features vector, n is the total number of 

data points in a feature vector, µx is the mean of 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

feature vector, µy is the mean of 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   feature vector and T 

indicates the transpose operation. If a dataset consists of two 

features vector 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   and 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   then all possible covariance 

values will be 𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ), 𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ), 

𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) and 𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ). Covariance of 

a feature vector with itself becomes variance. Covariance 

matrix for n features vector will be n×n i.e.  

𝐶𝑜𝑣𝑚𝑎𝑡 = [ 𝐶𝑜𝑣𝑣𝑎𝑙  (𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )  𝐶𝑜𝑣𝑣𝑎𝑙  (𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ),

. . .   𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑛 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ),

𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑥 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) 𝐶𝑜𝑣𝑣𝑎𝑙  (𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )  . . . 𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑦 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑉  𝑛 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) … … … 𝐶𝑜𝑣𝑣𝑎𝑙  (𝑉  𝑛 ⃗ , 𝑉  𝑥 ⃗ ) 𝐶𝑜𝑣𝑣𝑎𝑙  (𝑉  𝑛 ⃗ , 𝑉  𝑦 ⃗ ) 𝐶𝑜𝑣𝑣𝑎𝑙 (𝑉  𝑛 ⃗ , 𝑉  𝑛 ⃗ ) ]

. 

Step 4: Eigen values are computed from covariance matrix 

as follows.  

|𝐶𝑜𝑣𝑚𝑎𝑡 − {𝜆 × 𝐼}| = 0                  (11) 

In (11) 𝐶𝑜𝑣𝑚𝑎𝑡 is covariance matrix of features dataset, I is 

identity matrix, 𝜆 is Eigen value to be calculated and || is 

determinant. The number of rows and columns in identity 

matrix should be equal to the number of rows and columns 

in covariance matrix. If 𝐶𝑜𝑣𝑚𝑎𝑡 is n × n, then total number 

of 𝜆 will also be n i.e.  𝜆1 , 𝜆2 , ….. 𝜆𝑛 . Eigen vector is 

calculated by using (12). 

(𝐶𝑜𝑣𝑚𝑎𝑡 − {𝜆 × 𝐼})𝑎𝑖𝑗  = 0            (12) 

In (12) 𝐶𝑜𝑣𝑚𝑎𝑡 represents covariance matrix, 𝜆 represents 

one of the Eigen value, I indicates identity matrix and 

𝑎𝑖𝑗  represent features vector i.e. a11, a12, a21, a22 ….. ann. 

Equation (12) gives n system of equations if 𝐶𝑜𝑣𝑚𝑎𝑡 has n 

number of rows or columns. By applying rule of linear 

algebra on (12), Eigen vectors are computed i.e.  
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𝐸𝑖𝑔𝑣𝑒𝑐  = [𝑎11  𝑎12  ⋯ 𝑎1𝑛  𝑎21  𝑎22  … 𝑎2𝑛  ⋮ ⋮  ⋱ ⋮
 𝑎𝑛1  𝑎𝑛2  ⋯ 𝑎𝑛𝑛  ] . 

Step 5: Normalized projection matrixes 𝐸𝑖𝑔𝑒𝑛𝑃𝑛 is 

computing for vector A by using (13). 

𝐸𝑖𝑔𝑒𝑛𝑃𝑛 = 𝐴 × 𝐸𝑖𝑔𝑣𝑒𝑐  𝑛       𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2,3…     (13) 

Weighted normalized vectors 𝑤𝑒𝑖𝑔ℎ𝑡1𝑛 for character are 

computed by using (14). 

𝑤𝑒𝑖𝑔ℎ𝑡1𝑛 =×   𝐴     𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2,3…      (14) 

Step 6: Weighted normalized vectors 𝑤𝑒𝑖𝑔ℎ𝑡1𝑛 are 

concatenated to find a single weighted normalized vector Ω 

for each character as shown in (15).  

𝛺 = ⋃1
𝑛𝑤𝑒𝑖𝑔ℎ𝑡1𝑛     𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2,…       (15) 

CLASSIFICATION AND RECOGNITION 

In classification and recognition phases, both has calculate 

weighted normalized vector and Euclidean distance. 

Multiple threshold values are set to recognize a character as 

shown in Figure 7. The four steps below are apply on 

feature vectors for both classification and recognition phase. 

The only difference is the labeling of feature vectors. We 

explain these four steps with respect to recognition. 

 Step 1: Features related to a character trajectory are taken 

called �⃗�  without being explicitly labeled and transpose it for 

further computation as shown in (16). 

𝑇𝑒𝑠𝑡𝑇 =                                     (16) 

Step 2: Mean normalized vector is computed for 

𝑇𝑟𝑎𝑖𝑛𝑇  through (17). 

𝑇𝑒𝑠𝑡𝑁𝑜𝑟  =                     (17) 

Step 3: Weighted normalized vectors 𝑤𝑒𝑖𝑔ℎ𝑡𝑇𝑛  for test data 

are computed with the help of (18). 

𝑤𝑒𝑖𝑔ℎ𝑡𝑇𝑛 =×  𝑇𝑟𝑎𝑖𝑛𝑁𝑜𝑟     (18) 
𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2,3… 

Step 4: Weighted normalized vectors for testing data 

𝑤𝑒𝑖𝑔ℎ𝑡𝑇𝑛 are concatenated in a single weighted vector 

called 𝛺𝑇𝑒𝑠𝑡   as shown in (19)  

𝛺𝑇𝑒𝑠𝑡  = ⋃1
𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑇𝑛         𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2,3…           (19) 

To recognized unlabeled characters data, Euclidean distance 

is computed against every 𝛺 as shown in (20).  

𝐸𝑢𝑐𝑑𝑖𝑠𝑡𝑑 = √(𝛺𝑇𝑒𝑠𝑡  − 𝛺𝑛  ) 2         (20)    

Where n is set of characters and d = {1, 2, 3…}. After 

computing Euclidean distance, rule are define, which based 

on multiple threshold values. If one of the Euclidean is 

distance, value 𝐸𝑢𝑐𝑑𝑖𝑠𝑡𝑑 satisfy the condition that will be the 

recognized character as shown in (21). 

𝑅𝑒𝑡𝑢𝑟𝑛 = {𝐸𝑢𝑐𝑑𝑖𝑠𝑡𝑑  , 𝑖𝑓 𝐸𝑢𝑐𝑑𝑖𝑠𝑡𝑑 =

= 0 𝑜𝑟 𝑇ℎ𝑟𝑒𝑠ℎ𝑙𝑜𝑤  < 𝐸𝑢𝑐𝑑𝑖𝑠𝑡𝑑

< 𝑇ℎ𝑟𝑒𝑠ℎℎ𝑖𝑔ℎ       (21) 𝐼𝑛𝑣𝑎𝑙𝑖𝑑 𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   𝑤ℎ𝑒𝑟𝑒 𝑑

= 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑣𝑒𝑐𝑡𝑜𝑟𝑠   

FIGURE 7: RECOGNITION PHASE OF PROPOSED TECHNIQUE 

RESULT AND DISCUSSIONS 

To recognize rotated invariant Pashto handwriting 

characters, data are collected from teachers, students and 

peons. 730 different samples of handwritten invariant 

Pashto characters are taken. The proposed technique gives 

93.5% accuracy for teacher handwriting characters, 91.9% 

for students and 88.6% for peons as shown in table 1. The 

recognition accuracy is determine by using (22). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑖𝑛 % =
𝑇𝑟𝑢𝑒 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑆𝑎𝑚𝑝𝑙𝑒

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒
× 100           (22)  

 

 
TABLE 1: RECOGNITION ACCURACY OF PROPOSED SYSTEM 

Users Education  Total 
Samples 

Correctly 
Recognized 

Samples 

Accuracy 
in % 

Teacher
s 

Post 
Graduat

ed 

730 683 93.5% 

Students 10th 
Standard  

730 679 91.9% 
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Peons Primary 
School 

730 647 88.6% 

The variation in recognition accuracy is due to the education 

level. In this case, teachers has better writing than students 

and students have better writing than peons. Most of the 

peons have eight standers of education. They write some 

characters which difficult for humans to understand. 

CONCLUSION  

As there are many techniques proposed for handwriting 
character recognition but most of them are based on 

ascenders, descender and base lines. Most of the existing 

methods are for roman script based language. The proposed 

technique has no constraint on user while writing. It 

recognized rotated characters for Pashto language. The 

proposed method is very fast and elegant due weighted 

normalized vectors. Existing classifiers i.e. SVM and ANN 

etc are computationally expensive for low recourse devices. 

The proposed method uses Euclidean distance and rules for 

recognition. The proposed technique achieved remarkable 

results for different types of user even for less experience 

people. The main advantage is the feasibility of the 
proposed system for low resource devices. 
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