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Abstract: The concept of combining classifiers with 

feature selection techniques recently became a new trend 

for improving the performance of classification 

algorithms in the light of the explosive growth of data, 

which healthcare data classification has become a very 

difficult task. Early detection systems for diseases have 

been used to help detect harmful activities in the human 

body, including diabetes, which has become the main 

cause and origin of many diseases. Thus, several 

researchers have proposed Diseases Detection Systems 

(DDSs) with a combination of approaches such as 

Machine Learning methods and algorithms inspired by 

nature to deal with the difficulties of diseases detection 

problems. Diabetes Detection System (DiDS) is proposed 

to detect early factors of diabetics. In this study, 

optimization of Hidden Naive Bayes (HNB) and Naive 

Bayes (NB), and Decision Tree (DT) binary algorithm 

supported with discretization within Feature Selection 

(FS) techniques were combined to reduce the data 

dimensions in order to produce better classification 

performance and accuracy in most cases that use less 

time for training as well. To evaluate the performance of 

proposal system, Pima Indian Diabetes (PID) dataset has 

been used. The proposed system analysis was done using 

the performance measures Sensitivity, Specificity, and 

Receiver Operating Characteristics (ROC) curve. The 

experiential results analysis shows that the HNB 

classifier improves the performance of DiDS in terms of 

accuracy and predicting states. 
Index Terms - HNB; Diabetes Detection System; PID 

dataset; Feature Selection 

1 Introduction 

Machine learning algorithms use sample data to build a 

mathematical model. Supervised and unsupervised 

programming are the two types of machine learning 

activities. In supervised learning, training data is classified, 

and response variables may be discrete/qualitative (for the 

classification task) or continuous/quantitative, as in the case 

of this study, for machine learning. Since the dependent 

variable can be separated into binary or multiple 

classifications, Machine learning is a sorting activity for 

healthcare diagnostics. Machine learning algorithms will 

only make correct predictions if the testing data sets are free 

of harmful data. Several machine learning algorithms that 

have been shown to provide good healthcare diagnostics are 

discussed below. In the healthcare industry, machine 

learning algorithms aid in the prediction of preferences [1]. 

In the healthcare industry, machine learning algorithms aid 
in the prediction of preferences. By reviewing various AI 

algorithms either alone or in combination with other 

methods, and has been successfully deployed in medical 

diagnostics such as stroke, blindness, heart attack , 

cardiac disease, kidney failure , Amputation, etc.;  Which 

was the first reason for their existence is diabetes 

[2].diabetes can lead to complications in many parts of the 

body and increase the risk of dying prematurely [3], [4] The 

existing state of technologies and data sets for healthcare 

providers, who are already struggling to streamline data 

from legacy systems. 

 
Especially in the last few years, it has been observed 

that high-dimensional data is increasing exponentially. The 

discovery of diabetics patients faced many problems that 

dealt with the ability to discover patterns and features in the 

patient data system. Since we need high dimensional data to 

identify the infected patients. Disease prediction plays an 

important role in data mining; disease detection also requires 

several tests and clinical examinations on the patient. 

However, the use of data mining techniques and machine 

learning algorithms in the field of healthcare data 

classification can reduce the number of tests. This reduced 
test suite plays an important role in performance and time. 

Extracting and selecting features in healthcare data is 

important because it allows clinicians to know which 

features are most important for diagnosis, such as age, 

weight, symptoms, etc.[5], [6], and this will help clinicians 
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diagnose disease more efficiently and detect cases earlier. To 

solve this problem, feature selection methods were 

investigated to determine the original data for the best 

subgroups for classification accuracy. Detection Systems 

(DSs) are common software systems that automate 
monitoring of the events occurring in database systems or 

data warehouses, analyzing them for influenced factors or 

signs of specific data or attributes to assist in determining 

certain problems or different patterns. Detection systems are 

multiple and oriented systems for Learning and Controlling 

Behavior and Reflexes and Instrumental Conditioning, 

Habits, and Goal-Directed Actions, which are employed in 

several areas, including detecting diseases, intrusion, failure, 

and fault problems in software and hardware [7], [8]. 

Diseases Detection Systems (DSSs) are used to plant care 

[9] and healthcare [10] with the specification of the kind of 

disease (e.g., heart and cancer diseases). Intrusion detection 
systems are widely used in the domains of research and 

software and to detect anomalies to catch intruders and 

hackers due to increasing network attacks and cyber-attacks 

[11], [12]. 

. 

The study aims to conduct an accurate statistical 

analysis to investigate Pima Indian Diabetes (PID) dataset 

characteristics and invest features that have impact factors 

for improving classification performance, FS techniques are 

used to decrease overlapping data and special features for 

increased performance and accuracy. This study appears 
conceptual framework to FS techniques roles on benchmark 

datasets and their impact on associated components and 

selects the most relevant features. This paper will contribute 

to finding a better subset of features to represent the dataset 

that can be accessed globally, using feature selection 

techniques including BPSO, GR, GI, IG, ReliefF, and others 

with NB, HNB, and DT classification algorithms. 

2 Material and Method 

2.1 Classification Algorithms   

The Classification Problem involves data, which is 

divided into two or more groups, or classes. Classification is 

a classic data mining task and has roots in machine learning. 
Classification is one field of machine learning supervised 

learning and predictive analysis, i.e. (allocates data into 

separate categories. the most popular classification 

algorithms used in healthcare such as Random Forest, 

Support Vector, Naïve Bayes, Nearest Neighbor, Decision 

Trees, and HNB. 

This paper utilizes a hybrid approach to evaluate our 

proposed system with feature selection methods for PID 

dataset classification. Therefore, we chose 8 feature 

selection techniques, one hybrid BPOS classifier with NB 

based feature selection, and two evaluation performance 
measures for features (instances) are cut-point and AUROC 

measures, three classification algorithms based on PRE-FS 

and POST-FS employed, 8 metrics of the binary 

classification evaluation, and two functional methods to 

evaluate efficiency, effectiveness and stability of the model 

and for validating each evaluation approach. 

 

2.1.1 HNB 

HNB proposed by Jiang et al. [13] uses a discrete 

structural model and hence requires the discretization for 

preprocessing with continuous signal attributes, such as 
expression microarray data. It is used to relax the conditional 

independence assumption of Naïve Bayes classifier (NB). 

HNB classifier solves the problem of conditional 

independence between features by building a hidden parent 

for each value [14]. HNB classifier seeks to improve 

performance using approaches that rely on finding 

correlations amongst the features, reducing the strong 

assumption of independence that HNB is based on [13].  

 𝐸(𝑎1, 𝑎2, … . , 𝑛) , 𝐸𝑎𝑐ℎ 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝐴𝑖 ℎ𝑎𝑠 𝑎 ℎ𝑖𝑑𝑑𝑒𝑛 𝑝𝑎𝑟𝑒𝑛𝑡 𝑎ℎ𝑝𝑖   

𝑐(𝐸) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑐) ∏𝑛
𝑖=1 𝑃(𝑎ℎ𝑝𝑖 , 𝑐) , 𝐸 = 𝑎𝑖    (1)  

2.1.2 NB 

NB classifier is a straightforward probabilistic classifier 
based on the Bayes theorem and strong "naïve" 

independence conventions. The Naive Bayes classifier was 

proposed in 2006 to phishing email filtering in Microsoft. 

Naive Bayes assumes that human characteristics are 

conditionally independent of one another [15].  

Significantly recently, the use of the Naive Bayes 

approach increased, as a result of the increase in data 

analysis, many researchers such as Jeffrey's de Finette, 

Savage, and Lindley have developed Bayesian Analysis. 

According to the subjective model, the probability is the 

self-uncertainty of the observer. The probability value is 
emotional, and the new evidence can be changed upon 

arrival [16]. 

𝑃(𝐵) =
  𝑃(𝐵|𝐴)∗𝑃(𝐵)

𝑃(𝐴)
                                                  (2) 

P (A) = Independence probability of event A, P(B) = 

Independence probability of event B, P(B|A) = the 

probability of event B when event A is known (“Likelihood, 

Conditional Probability”) P (A|B) = the probability of event 
A when event B is known (“Posterior, Posterior 

Probability”). The Naive Bayes classification is one of the 

probability methods that predict the instances of the class 

that has the highest probability and it works as flows. 

Assume that A and B to be random events. 

Hidden Naïve Bayes and Naive Bayes are probabilistic 

machine learning algorithms based on the Bayes Theorem, 

used in a wide variety of classification tasks. 

2.1.3 Decision Trees 

Decision Trees specify the sequence of decisions that 

need to be made and the resulting recommendation, which 
naturally leads to a style of representation called a decision 

tree. Decision trees are an estimation technique used in 

classification, grouping, and prediction models and 

subdivide the research area related to a problem into 

subgroups. 

Tree of Decisions (DT) Nonparametric classifiers are 

simple to understand and imagine, and they can easily 

capture nonlinear patterns. ID3, C4.5 (ID3 extension), and 

decision tree CART formats are among the formats 

available. J48 is a decision tree learner that is created by 
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C4.5 and implemented in Weka. It can be used to describe 

the function correctly, but DT can increase the amount of 

irritating data included, which can be minimized by using 

ensembles [13]. 

2.2 Feature Selection (FS). 
Adding or removing Not influential features is main 

purpose of feature engineering. Feature selection is playing a 

significant role in any classification task ,and essential for 

simpler, faster, more reliable and robust ML models. The 

goal is to maintain accuracy and stability, improve operating 

time and avoid overfitting , get rid of uninformative features, 

simplify the model, as well as reduce noise in data and 

confront multicollinearity.  Feature selection technology 

distinguishes redundant or unrelated  data which can be 

removed without losing too much information, as well as 

how to select a subset of potential attributes or variables 

from a dataset. Filter-dependent algorithms are filter 
dependent, Embedded, Wrapper Based, and hybrid [14]. 

Studies [17], [18] concluded on the PID dataset in 

which the researcher used the following five algorithms and 

compared them with a choice of pre-and post-features 

selection. Support Vector Machine, Regression, Bayes Net, 

Naïve Bayes, Decision Tree are chosen. The classification 

accuracy results with slight differences in pre-employ 

features selection techniques were 77.47, 77.34, 78.25, 

76.30, and 77.6. The results of post-employed features 

selection were, respectively, 77.73, 77.60, 78.25, 77.60, and 

79.81. In another Research paper by Mukherjee et al. [19],  
Naive Bayes suggested three common feature selection 

methods to reduce data sets. The methods are information 

Gain, Gain Ratio, and Correlation-based feature selection. 

Selected features set gave effective efficiency with more 

accurate results than the other methods. Among the most 

prominent of these technologies are the following: 

2.2.1  Information Gain (IG) 

The Information Gain (IG) method of feature selection 

is fairly simple to use. When a particular feature is used to 

group values of another (class) feature [20], IG measures the 

amount of information in bits about the class prediction and 

the decrease in entropy. The entropy of Y is indicated by the 

letter H(Y) , where 𝑃(𝑥𝑖/𝑦𝑖)  is the conditional probability 

of xi given yi. 

𝐻(𝑌) = − ∑𝑖 𝑃(𝑦𝑖) ∑𝑖 𝑃(𝑥𝑖/𝑦𝑖) 𝑙𝑜𝑔2 (𝑃(𝑥𝑖|𝑦𝑖)) 

(3) 

,and The entropy of a feature X is defined as 

𝐼𝑛𝑓𝑜 𝐷 = 𝐻(𝑋) = − ∑𝑖 𝑃(𝑥𝑖)𝑙𝑜𝑔2(𝑃(𝑥𝑖))             

(4) 
 It is denoted as IG(Y|X).   

𝐼𝐺(𝑌) = 𝐻(𝑋) − 𝐻(𝑌) = 𝐻(𝑌) − 𝐻(𝑌|𝑋)       (5) 

According to the equation IG(Y|X), we can conclude 

that the larger the IG value, the greater the impact of the 

corresponding features vector for the prediction methylation 

site. The decision tree (DT) has two types of entropy, 

Entropy of one attribute and two attributes. The information 

gain is related to a reduction in entropy after a dataset is split 

on a feature. Building a decision tree is about obtaining 

attribute that returns the highest information gain. 

2.2.2 Gain Ratio (GR)  

GR is a modification of information gain (IG) that 

addresses the issue of bias toward features with a large set of 

values that occurred in IG. GR is used as a splitting measure 

to select the most discriminative feature at each step of the 
classification process during training the model [21]. When 

GR chooses an attribute, it considers the size and quantity of 

values. When all data belongs to one branch attribute, GR 

should be small, and when data is evenly distributed, it 

should be big. 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑌) =  ∑𝑛
𝑖=1

|(𝑌𝑖)|

|(𝑌)|
∗ 𝑙𝑜𝑔 2 (

|(𝑌𝑖)|

|(𝑌)|
)  (6) 

𝐺𝑅 =  
𝐼𝐺(𝑌)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑋|𝑌)
=

𝐼𝐺

𝐻(𝑋)
                                            

(7) 

GR values always fall in the range [0, 1]. A GR = 0 

indicates no relation between Y and X, and the value of GR 

= 1 indicates that the knowledge of X completely predicts Y. 

2.2.3 Relief-F (RF) 

 Kira and Rendell [22] proposed the Relief method. The 

original Relief method based feature quality on how 

effectively their values differentiate between instances close 

to each other. Relief selects a random example from the data 
and then finds its nearest neighbor from the same class and 

its opposite class. ReliefF's main notion is to estimate 

features based on how effectively their values discriminate 

between examples that are close to each other. More 

information is available in [23]. Where Relief looks for two 

of its nearest neighbors: one from the same class (called 

nearest hit, or “H”) and the other from a different class 

(called nearest miss, or “M”). Relief's original approach 

picks m training examples Ri, I = 1,,...,m at random, where 

m is a user-defined parameter, and the weight of attribute A 

is determined as follows: 

𝑊[𝐴] = 𝑊[𝐴] −
1

𝑚
 ∑𝑖 𝑑𝑖𝑓𝑓(𝐴, 𝑅𝑖 , 𝐻) +

1

𝑚
 ∑𝑖 𝑑𝑖𝑓𝑓(𝐴, 𝑅𝑖 , 𝑀)                       (8) 

Function diff (A, R, V) calculates the difference 

between the values of the attribute A for two instances R and 
V. 

2.2.4 Gini Index (GI):  

There are several possible methods and adaptations for 

Information Gain. One of the most prominent alternatives is 

the Gini Index [24], which is an impurity measure of D 

rather than an entropy metric. GI is a supervised technique 

with a simpler computation than IG, and it was first 

employed in decision-tree algorithms. 

𝐺𝐼(𝐷) = 1 − ∑𝑚
𝑖=1 𝑃𝑖

2
 
 ,                                              

(9) 

where D is dataset, Pi is the probability frequency of 

class i (part training instances belonging to class i) 

2.2.5 Correlation-based Feature Selection (CFS) :  

The CFS method was suggested by M. A. Hall [25]. The 

technique identifies factors that are both substantially 

associated with the final prediction and poorly associated 

among themselves. Considers the individual predictive 

capacity of each feature and the degree of redundancy 

between them when determining the value of a subset of 
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characteristics. Subsets of elements with low intercorrelation 

but strong correlation with the class are selected. Duplicate 

features are also filtered away due to their significant 

correlation with the remaining features.  

𝑀𝑠 =
𝑓∗𝑟𝑐𝑓

√𝑓+𝑓(𝑓−1)𝑟𝑓𝑓

                                                      (10) 

where the merit (M) heuristic is calculated for the 

containing ƒ features in the dataset and 𝑀𝑠 is the merit of a 

subset (s) of features, and it’s the correlation between the 

summed components and the outside variable, 𝑟𝑐𝑓 is the 

mean   feature class correlation, and 𝑟𝑓𝑓is the average of 

feature class inter-correlation. 

2.2.6 Analysis of Variance (ANOVA) 

ANOVA is a parametric statistical test technique used to 

assess the importance of features, in other words, it’s (in 

part) a significance test.  It uses a null hypothesis 

(nonparametric tests) and ranks all the entropic features, 

which attempt to express one dependent variable as a linear 
combination of other features or measurements. The test has 

been carried out with a high percentage confidence interval, 

0.05 significant level, and linear polynomial contrast [26]. 

𝐹 =
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠) 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛𝑠

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐 𝑒𝑠) 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑛𝑜 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑒𝑓𝑓𝑒𝑐𝑡
 (11) 

2.2.7 Fast Correlation Based Filter (FCBF) algorithm  

In both the preparation and preprocessing parts, the 

FCBF method decreases the dimensionality of the dataset 
[27]. The selection of an appropriate classification algorithm 

is also critical. FCBF begins by identifying a set of features 

F that are highly linked to the class but not to other features. 

Correlation between two features are measured. Relevant 

features are selected goodness of feature for classification 

from the original dataset such that it is highly correlated to 

any other class. There are two ways to choose FCBF 

features; Choose one feature that is important to the class 

and remove other characteristics iteratively depending on the 

chosen feature. 

2.2.8 Cut-point method.  
The word "cut-point" denotes to a real value inside a 

range of continuous values that splits the range into two 

intervals, one less than or equal to the cut-point and the other 

greater. Split-point is another name for cut-point. Class 

information is utilized to determine the correct intervals 

induced by cut-points using supervised discretization 

algorithms.  

2.2.9 Binary Particle Swarm Optimization (BPSO) 

The method was proposed by Kennedy and Eberhart to 

allow PSO to operate in the space of binary problem and 

search [28]. BPSO is a new feature selection method for 
unsupervised learning and is a combined approach, 

presenting a new neighbor selection strategy to identify 

salient features, where POS performance is limited due to 

select features [29].  

Binary PSO has been implemented in many areas, 

including feature selection, although it has not been 

thoroughly investigated. The overall goal of Binary PSO in 

this thesis is to select the feature to achieve good rating 

performance. 

𝑥𝑖𝑗 (t+1)= 𝑥𝑖𝑗  (t)+ 𝑣𝑖𝑗 (t+1)                                        (12) 

𝑥𝑖𝑗(𝑡 + 1) = {1, 𝑟𝑛𝑑 < 𝑠𝑖𝑔(𝑣𝑖𝑑(𝑡 +

1)) 0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   (13) 

Then 𝑥𝑖𝑗=1 else 𝑥𝑖𝑗 =0 if 𝑥𝑖𝑗=1,2,…,n, d feature is 

chooses. 

Lin and Yu [30] suggested Particle Swarm Optimization 

algorithm ( PSO) using the Naive Bayes weighted method 

that uses PSO as a research function in simultaneously 

maintaining the integrity of each feature of the datasets. 

Their goal was to achieve improved classification accuracy 

while avoiding the loss of information as a standard for the 
experiment used for UCI datasets. Sengottuvelan, P., & 

GopalaKrishnan proposed Hybrid PSO with Naive Bayes. 

The aim was to analyze the trait that causes a decrease in the 

accuracy of predictive analysis of disease incidence, 

Expected results achieved and reached 96.6% [31]. Other 

researchers provided a combination of PSO-Naive Bayes for 

19 datasets, and the proposed approach had a classification 

accuracy of 84.63% [32]. 

2.2.10 Fitness function  

It is used to assess the competence (performance 

quality) of candidate solutions. The selection of fitness is an 

important aspect in the classification algorithms. The 
precision value is the most important consideration when 

creating a fitness function, P in [0,1] [33]. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = (𝑃) ,                                                    (14) 

𝑤ℎ𝑒𝑛 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =
𝑇𝑃  

𝑇𝑃+𝐹𝑃
  ,                                  

(15) 

whereas FP indicates value of the False Positive and TP 

indicates to the True Positive. 

2.2.11 Stability Measure (SM):   

The robustness of a FS techniques and algorithms are 

measured by their stability. Stability indicates the FS applied 
to different subsets produces stable output, as well as it 

requires defining a similarity measure that assesses the 

commonality of a pair of feature subsets. Robustness 

necessitates the stability of the chosen features. The final 

classified model may be degraded due to Unstable feature 

selection performance, which leads to failure to identify the 

most relevant features [24]. When the training set modifies, 

the stability is calculated as follows: 

𝑆𝑀 =
2

𝑅(𝑅−1)
 ∑𝑅−1

𝑖=1 ∑𝑅
𝑗=𝑖+1

|𝑆𝑖∩𝑆𝑗|

|𝑆𝑖∪𝑆𝑗|
                               

(16) 

Where Si and Sj are two feature sets selected (Fs) by 

each FS method from dataset (D), which measures the 

similarity between Si and Sj , R is total of  feature subsets. 

The strength of the feature subset obtained from 

multiple training sets of the same distribution is 
characterized as stability. The approach is deemed stable 

when the parameter of the selection technique causes modest 

changes to a feature subset. Due to a failure to pick the most 

relevant features, unstable feature selection performance 

affects performance in the final classifier [24]. Different 

metrics can be used to assess robustness. The following  [34] 

distinguishes these measures for evaluating the stability of 

feature selection methods: Feature-focused vs. subset-
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focused: the former assesses a feature selection technique by 

combining all feature subsets, whilst the latter analyses 

feature similarities in each pair of two subsets [35]. 

3 Diabetes Detection System (DiDS) 

3.1 PID Dataset Descriptions  
Machine learning in healthcare is one of the most 

complex industries and the most interest by researchers. 

Therefore, PID dataset is one of common and important 

dataset in healthcare systems. We all know that diabetes is 

one of the most common dangerous diseases. You can use 

this dataset in your diabetes detection system. This dataset is 

from the National Institute of Diabetes and Digestive and 

Kidney Diseases. The objective of this dataset is to predict 

whether or not a patient has diabetes based on specific 

diagnostic measurement. 

3.2 Data Preprocessing  

Pima Indians diabetes (PID) dataset consists of D= 8 

numerical medical attributes and c = 2 classes (tested 
positive “affected by diabetes” or negative for diabetes 

“non-diabetic”). There are n = 768 instances which divided 

into 500 negative instances and 268 instances of positive . 

 

With data preparing, all data will be changed in value 

into discrete bins form. The attributes descriptions are shown 

in Tab.1 below

.Table 1: description of Parameters and features in PID Datasets 

Sub No. Abbre. Type Mean Stand. 
Dev. 

Min Max Distinct Unique Missing  
Value 

S1 Pregnant Numeric 3.8 3.4 0 17 17 2 (0%) No  

S2 Plasma Glucose Numeric 120.9 32.0 0 199 136 19 (2%) No  

S3 Blood Pressure Numeric 69.1 19.4 0 122 47 8 (1%) No  

S4 Skin Numeric 20.5 16.0 0 99 51 5 (1%) No  

S5 Insulin Numeric 79.8 115.2 0 846 186 93 (12%) No  

S6 Mass Numeric 23.0 7.9 0 67.1 248 76 (10%) No  

S7 Pedigree Numeric 0.5 0.3 0.078 2.42 517 34 (45%) No  

S8 Age Numeric 33.2 11.8 21 81 52 5 (1%) No  

S9 Class Nominal - - 0 1 2 0 No  

3.2.1 Discretization  

The discretization approach performs better when there 

is a significant amount of training data, due to it learn to suit 

the data distribution. Discretion is often selected over the 

distribution technique since Naive Bayes is typically 

employed when a significant quantity of data is available 

(because it is computationally more expensive and models 

can generally attain higher accuracy).It is important to 

convert the continuous attribute to discrete to ensure the 

efficiency of the system ,distributes into selected number of 

bins equally , and to solve the problem of appear new value 
and to increase speed and ensure the effectiveness of the 

system and also to solve the problem of NB classifier when 

new value appeared in test dataset that didn't appear in 

learning phase. 

Researchers are realizing that in order to achieve 

successful feature selection is an indispensable component 

[29]. The feature selection approach takes enormous amount 

of time to find minimal subset of features. The new 

researches in this area focus on reducing training and testing 

set time for the purpose of efficient research. Hence this 

work proposes an effective and efficient approach to find the 

best subsets, which is compared with others methods. The 

methodology for proposed system named diabetes detection 
system (DiDS) adopted in this work for the diagnosis of 

disease is shown in Fig. 1 and : General structure in fig 2

 

 
Figure 1: Block diagram of the proposed system (DiDS).

 Our proposed system divided into two phrases. In the first 

phrase, for building a set of PID dataset to detect ideal 

features , we conducted 11 experimental runs for feature 

selection techniques and algorithms and evaluation sub sets 

of features selected by  ranking method of FS techniques , 

and finally elimination rule. In the second phrase, we used 

two types of 10-fold cross-validation and percentage split 

techniques for calculating stability and other metrics. Both 

feature selection and classifier training depended on the 

training set. We estimate run time by fitness function, 

Feature 
Selection  

Evaluation Feature  
sets 

Classification 
Algorithms  

HNB, NB ,DT 

With optimal  
feature sets 

Evaluation Models 
Two functional 

methods 

Searching  

FS Mechanism 

Elimination 

Rule 
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stability, TPR, TNR, accuracy, AUROC and precision, 

Sensitivity, Specificity, F-score over 36 runs. 

 

Input: PID classification dataset  
Output: (S best) with rankings of FS techniques 

and algorithms  
Procedures: 
1- PID dataset is preprocessed, operations are 

performed on PID dataset as below 
2- Compute distance of dataset (move to FS 

methods) 
3- Discretization  
4- Feature selection methods is using to remove 

sets of characteristics from the processed dataset. 
a. Find size of training set 𝐷𝑠𝑖𝑧𝑒and probability 

each class (c). 
b. Compute the entropy of each class (c) to find 

info D to 𝑀𝑖 by use Eq. (5,6,7,9) 
c. Compute data for all features (𝑓𝑖 ∈ 𝐹) and 

target class (c) as a score and compute frequency of each 
value in training set dataset calculated by Eq. 
(5,7,8,9,10,11,13).  

d. Choose sets of features with the largest rating   
𝑎𝑟𝑔𝑚𝑎𝑥 𝑓𝑖 ∈ 𝐹 (𝑀(𝑓𝑖  , 𝑐)) and insert it to the subsets of 
selected features (𝑆𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) 

e. Compute the possible rating based on the data 
in (𝑓𝑖 ∈ 𝐹). 

f. Repeat step b and c until a sufficient number of 
features are selected (𝑆𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑). 

g. Apply Elimination Rule. 
5- The final processed dataset is uploaded for 

training and testing sets  
6- Evaluation selected features (𝑆𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑). 
Input: 𝑆(𝑓1, 𝑓2 , … , 𝑓𝑛 , 𝑐) as training dataset of 

optimal subset of features (𝑓𝑖 ∈ Sselected) 
Output: HNB, NB, DT classifier predictive model with 

FS techniques 
7- The DT, NB, HNB algorithms are employed in 

training dataset by use Eq. (1,2) for DiDS. 
8- Cross-validation and percentage split test 

techniques are used for model creation in the algorithms 
9- Computing Accuracy and Performance metrics 

by (15,18,19,20) 
10- Results analysis and Evaluation the proposed 

system by suitability measure by use Eq. (15,16). 
11- Computing fitness value, 
12- Determine and evaluate the best fitness value, 

Compare the Pi of every particle’s fitness value, If the 
current fitness value is better assigned value to Pi, unless 
keep Pi value (pre value). 

13- Output the global optimum 
 

Figure 2: General structure of the proposed system 

(DiDS). 

The FS techniques are faster, scalable, algorithm 

independent and great computational compare to other 

techniques. some of techniques elect the m subset features 

from the original n features which maintain the relevant 

information as in the whole feature set, knowing that m<n. 

For this ,it's possibility to create 𝑀𝑖  from subsets features , 

which is a partial sets of the n; where  𝑀𝑖 ⊂ 𝑛  and m Є 𝑀𝑖. 

4 Results and Discussion  

Classifiers based features selection techniques are 

approaches that work based on building full models and 

create new expectations with many adaptive methods to 

produce the final results. classifiers based feature selection 

for selecting the optimal feature set that enhances the 

predictive accuracy of the classifier. The features are ranked 

using feature relevance and the feature subset is evaluated by 
applying to Classifiers to select the optimum one which 

produces better predictive accuracy. 

Initially, we consider the training data set (D), which 

consists of S number of traits and N number of data. Here, a 

number of features are given to the estimation function in 

order to transfer the input data to separate data and each row 

comprises N features; 0 < n ≤ 8. The main property of 

estimating is changing the data value to a specified interval, 

which means changing the range of data value to a specific 

period of time. The estimation process by using cut-point 

method is explained below. 

Table 2: obtained results for the PID dataset Using Cut-
point method 

Features Cut -point No of 
points 

Preg 0 to 6.5 ,6.5 to 17 2 

Plas 0 to99.5,99.5 to 127.5,127.5 to154.5, 
154.5 to 199 

4 

Pres All 1 

Skin All 1 

Insulin 0 to 14.5,14.5 to 121, 121 to 846 3 

Mass 0 to27.85,27.85 to 67.1 2 

Pedigree 0.08 to 0.53,0.53 to 2.42 2 

Age 21 to28. 5,28.5 to 81 2 

Class 0,1 2 

Total  19 

 

By calculating the number of periods cut-points in the 

data unit, through which points are determined, and this 

shows the diversity of data in each feature and so that it 

removes the redundant data and features. Tab.2 shows the 

features that obtained the highest cut-points, which it's 

possible to affect the performance of the classifiers in the 

classification state.   

 
Algorithms and techniques of feature selection (Fi) 

measure the expected reduction in uncertainty associated 

with a random feature and resulting in (Fs). The applied 

feature selection techniques for picking best subsets are: IG, 

GI, GR, ReliefF, CFS, FCBF, ANOVA and BPSO_NB.  In 

Tab.3, we observe that IG, GI, GR are sharing the order of 
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features and the subsets of useful (more discriminating) and 

useless features (𝐹𝑠 ⊂  𝐹𝑛) for passing to training and 

testing set stage, where three features emerged in the bottom 

of the list as a useless feature (skin, Pedigree, and 
BPressure).  Whereas, the ANOVA test method differed 

from others in the results, as it showed in the ranking of the 

features at the bottom of the list and they were close to zero, 

while the other features had a high ranking (skin and 

BPressure). ReliefF and FCBF emerged zero values for 

feature that consider useless features. Tab.3 shows entropy 

of FS analysis as the maximum and minimum values of each 

feature. Otherwise, correlation-based feature selection (CFS) 
offers a heuristic of individual features for predicting the 

class labels, as shown in the Tab.4.

 

 

Table 3: FS techniques used on PID dataset 

 
Table 4: correlation based FS among features before selection from PID dataset 

Features  Preg Mass Insu Plas Skin Pedi Pres Age 
Clas

s 
Ranked 

Preg - - - - -0.08 - - - - 0.24 

Mass 0.02 - - - 0.39 0.14 - - - 0.30 

Insu -0.07 0.20 - - 0.44 0.19 - - - 0.14 

Plas 0.13 0.22 0.33 - 0.06 0.14 0.15 0.26 - 0.23 

Skin - - - - - - - - - 0 

Pedi -0.03 - - - 0.18 - - - - 0.17 

Pres 0.14 0.28 0.09 - 0.21 0.04 - - - 0 

Age 0.54 0.04 -0.04 - -0.11 0.03 0.24 - - 0.31 

Class -0.04 0.01 0.00 
0.0

1 
0.02 -0.04 0.02 0.01 - 0 

The performance of features is visualized by using a 

Receiver Operating Characteristic (ROC) curve. The Area 

Under the ROC curve (AUC) is used as a tool for comparing 

the performance of the features on the removal of each 

feature. each feature has curve that has a larger AUC is 

better than the one that has a smaller AUC. 

 
Figure 3: ROC curve analysis for each feature from 

PID dataset 

 

At first glance, features of the PID dataset found that 

there are sets of features distinguished from each other. ROC 

and AUC curve analysis indicates that the top-classified 

features appear above the reference line, they are the optimal 

sets of features that will give the most accurate classification 

model. from these features respectively the Plasma, mass, 

age, BPressure, and Pedigree, which show as the best 

features that support classification algorithms. However, 

features emergence unusual features that placed under this 

line such as thickness(skin), Insulin, and BPressure, these 

classify as least effect and get the least accurate 
classification model. 

The Area Under ROC (AUROC) for the best sets of 

features are (0.788, 0.688 0.687, 0.62, 0.606); respectively 

(Plasma, Mass, Age, Pregnant, and Pedigree); and for the 

non-optimal feature subset it is 0.586, 0.554, 0.538; 

respectively (blood pressure, skin, and insulin). according  to 

Eq. (17), results of the AUROC analysis show the minimum 

and maximum values of each feature as in the following 

Tab.5. 
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𝐴𝑈𝐶
= ∫

1

0

𝑅𝑂𝐶(𝑡) 𝑑𝑡.                                                             (17)

 

Table 5: AUROC analysis for each feature from PID dataset 

Test Result 

Variable(s) 
S1 S2 S3 S4 S5 S6 S7 S8 

Area 0.62 0.788 0.586 0.554 0.538 0.688 0.606 0.687 

 Whereas      t = 1 - Specificity and ROC(T) is 

sensitivity. 

The test result variable (Pregnant, Plasma, BPressure, 

Skin, Insulin, Mass, Pedigree, Age) has at least one tie 

between the positive actual state group and the negative 

actual state group. Statistics analysis may be biased. 
 BPSO algorithm lately proven efficiency to select the 

optimal features of dataset, therefore, we proposed support 

the BPSO algorithm with NB for getting the ideal subsets of 

features. the BPSO-NB shown four optimal subsets of 

features from total of 8 features, and merit value reached to 

0.776. 

The proposed system used the PID dataset for applying 

Cross-Validation (CV) and Percentage Split (PS) methods 

for the classifiers training process and the rest is used for 

testing or application processes. Data discretization is done 

to optimize the three classifiers' training process. 

In the end of statistical analysis to FS methods based 
PID dataset, we observed that following features ordered and 

selected according to optimal and non-optimal features to 

use. The following Tab.6 presents the sets of features that 

appeared as a useful feature for optimal performance. The 

elimination rule is each feature (Fi) which have got zero or 

near to zero or select features that are much less than others. 

By evaluation the results of the Tab.2,3,4,5, which showed 

the selected features, and by applying the exclusion rule, the 

result became in the optimal and non-optimal features in the 

Tab.6. 

Table 6: FS algorithms and techniques with optimal and 
non-optimal features  

Methods  Optimal Features 
(Fs)  

Non-Optimal 
Features  

Information 
Gain (IG) 

S2,S8,S6,S5,S1 S4,S7,S3 

Gain Ratio 
(GR) 

S2,S8,S6,S5,S1 S4,S7,S3 

Gini Index (GI) S2,S8,S6,S5,S1 S4,S7,S3 

ANOVA  S2,S8,S6,S5,S7,S

1 

S4 ,S3 

Relief F S2,S4,S7,S1,S6,S
8,S3 

S5 

FCBF S2,S8,S6,S7 S5,S1,S4,S3 

AUROC  S2,S6,S8,S1,S7,S

3 

S4,S5 

Correlation  S2,S6,S5,S7,S8,S

1,S3 

S4 

Cut-point 

distance  

S2,S5,S1,S6,S7,S

8 

S4,S3 

CFS  S2,S6,S7,S8, S1,S3,S4,S5 

BPSO_NB S2,S6,S7,S8, S1,S3,S4,S5 

 The feature selection results analysis indicates that all 

the IG, GI, and GR results of the selected features as an 

optimal and non-optimal feature, where it eliminates three 

the set of non-optimal features and five the set optimal 

features. ANOVA test, AUROC curve, and cut-points 

method indicate to two non-optimal features and six sets of 

optimal features. While FCBF, BPSO-NB and CFS methods 

identified a subset of 8 features, which was further cut down 

by elimination rule methods, resulting in a subset of four 

optimal and four non-optimal features. 
The proposed system effectiveness of the proposed 

discretize-FSHNB with other classifiers FSNB, FSDT are 

measured in term of FP Rate, TP Rate, and F-measure; 

which are calculated based on the Confusion Matrix. The 

Confusion Matrix is a square matrix where columns 

correspond to the predicted class, while rows correspond to 

the real classes. the confusion matrix, which depicts the four 

possible prediction outcomes, addition to Recall and 

precision. To obtain the hybrid evaluation by using the 

following metrics, the proposed method is compared to 

HNB, NB, and DT: 

▪ Classification accuracy (ACC): it is gained by CV or 
PS using the selected features (𝑆𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) on the test dataset 
for each classifier. It is calculated by the value of the 
percentage of correct and incorrect predictions. 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                 (18) 

▪ Classification performance: it is gained by 
Sensitivity, Specificity, Precision, and ROC using the selected 
features (𝑆𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) on the test dataset for each classifier. As 
shown in the Eq. (19,20,14,17) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                   (19) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                 (20) 

▪ Results analysis: Pre-FS classifiers and Post-FS 
classifiers, the fitness criteria are calculated accuracy and 
precision, sensitivity, specificity, and ROC. 

▪ Suitability measure: evaluate the accuracies of the 
three classifiers learned from the optimal subset of features 
selected by each classifier-based FS techniques and 
methods, computed by Eq. (16). 

▪ Fitness evaluation: compute and evaluate precision 
value of PID dataset for each classifier. Whereas, Fitness 
calculation for selected and obtained features from average 
of best ranking measures. The fitness function is computed 
by Eq. (14) . 

Basically, the system adopts the PID dataset that is split 
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in an 80:20 or 70:30 ratio for any modern algorithm, 

although there are no restrictions on segmentation. The 

training set is a collection of data that is used to apply 

various machine learning algorithms to various parameters. 

Table 7: Accuracy for each classification-based FS 
techniques and algorithms 

FS Tec and algo. DT  NB  HNB  

Information 
Gain (IG) 

78.5-
CV10F 

78.8-CV10F 82.1-
PS79.7 

Gain Ratio (GR) 78.5-
CV10F 

78.8-CV10F 82.1-
PS79.7 

Gini Index (GI) 78.5-
CV10F 

78.8-CV10F 82.1-
PS79.7 

ANOVA  78.5-
CV10F 

79-CV10F 83.3-
PS63.3 

Relief F (RelF) 75.1-
CV10F 

78.1-CV10F 82.5-
PS75.4 

FCBF 79-CV10F 79.8-CV10F 83.2-
PS75.2 

CFS 82.6-
PS75.2 

82.6-PS75.2 83.2-
PS75.2 

Correlation  78.3 77.9 81.8-
PS62.7 

BPSO_NB 82.6-
PS75.2 

82.6-PS75.2 83.2-
PS75.2 

*note\ CV10F is Cross Validation with 10Fold dataset, 

PS is percentage split (Dx Training set, Dn-x Testing set) 

For the FS methods applied, the robustness level of 

HNB model was held constant at around 82%, whereas NB 

and DT indicate that there is a difference between these 

methods applied, and the results from all the FS techniques 

and algorithms from PID dataset were taken into account 

together. 

 
Figure 4: Predicted Accuracy with FS techniques and 

algorithms 

Ideally, we observe that applied FS techniques and 

algorithms for different subset within training dataset, that 

show the HNB model is the most stable classifier in terms of 

model performance, additional it is the best classifier has got 
classification accuracy than others as shown in the Fig. 4. 

Whilst, NB and DT is the worst classifiers, when 

classification models were built using the features selected 

by the training and testing set, Fig. 4. 

Table 8: comparison of the performance measures of PID dataset based on hybrid method for classifiers with FS 

techniques 

Measures  DT NB HNB FSDT FSNB FSHNB 

Accuracy  78.2
6 

77.8
6 

81.8 82.6 82.6 83.3 

Sensitivit
y  

0.71 0.68  0.75 0.76 0.76 0.75 

Specificit
y 

0.81 0.83 0.84
5 

0.85 0.85 0.87 

F-Score 0.77
9 

0.77
9 

0.81
5 

0.82
4 

0.82
7 

0.833 

TP Rate 0.78
3 

0.77
9 

0.81
8 

0.82
6 

0.82
6 

0.833 

FP Rate 0.28
8 

0.26
6 

0.25
4 

0.23
8 

0.21
1 

0.213 

Precision   0.77
8 

0.77
9 

0.81
5 

0.82
4 

0.82
8 

0.833 

 

ROC  0.80
1 

0.84
6 

0.87
6 

0.82
4 

0.88
0 

0.876 

The improved area of the ROC curve proves that the 

proposed feature selection techniques could enhance the 

predictive accuracy of the classifier with minimal number of 

features. 

The precision measure maximum as a fitness function is 

used to quantify the optimality of the features and an 

efficient fitness function to improve the performance. In the 
results evaluation of fitness function appears the best results 

for the FSHNB classifier. 

 Whilst, when compared precision with the accuracy, 

accuracy is better for accuracy as a fitness function rather 

than the precision . otherwise, when too compared with the 

accuracy, From the results of this analysis it appears that the 

best measure to use as a fitness function when applying FS 

techniques and algorithms for data classification are the 
ROC curve. In some cases the Specificity measure may also 

be effective. Other significant  high-level measures were 

found , in which the scale of the ROC was shown to appear 

to be better than specificity by (4:2). 
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Figure 5: Predictive model of the proposed system 

based on Hybrid state of the art classification-based FS 

techniques of PID dataset 

 Through results analysis of the proposed system, we 

observed that the feature selection techniques and algorithms 
to choose the best subsets of PID dataset for using predictive 

model using state of the art classifiers with high accuracy 

and performance. Ideal features have been employed using 

the FS methods, HNB model shows the effective 

performance than others. Feature selection techniques used 

on PID dataset have proven that there are subsets of features 

should deal with their and these techniques have enhanced of 

HNB model performance and accuracy. 

5 Conclusion  

The objective of applying BPSO techniques for feature 

selection with Naive Bayes method for PID dataset 
classification is a performance test compared with FS 

methods to get the best technique. The stability, robustness, 

and fitness aspects of the proposed system are computed and 

their acceptability. Then, the research also trends to compare 

performance and the results of the HNB and Naive Bayes 

and Decision Tree classifications algorithms to find out 

which algorithm performed well both in quality and 

accuracy. Our validation results based on the training set 

indicate that the models-based classification algorithms and 

discretization-based feature selection techniques perform 

better. In contrast, the results of the HNB model show that 

HNB is one of the leading models in terms of performance. 
Though in accuracy, performance and stability are not 

necessarily related; however, that HNB model 

simultaneously attains the highest precision and stability. 

These approaches work on building full models that can 

create new features with many adaptive algorithms and 

classifiers to produce the final results. 
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